Encoding the complete electric field of an ultraviolet ultrashort laser pulse in a near-infrared nonlinear-optical signal
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Abstract: We introduce a variation on the cross-correlation frequency-resolved optical gating (XFROG) technique that uses a near-infrared (NIR) nonlinear-optical signal to characterize pulses in the ultraviolet (UV). Using a transient-grating XFROG beam geometry, we create a grating using two copies of the unknown UV pulse and diffract a NIR reference pulse from it. We show that, by varying the delay between the UV pulses creating the grating, the UV pulse intensity-and-phase information can be encoded into a NIR signal. We also implemented a modified generalized-projections phase-retrieval algorithm for retrieving the UV pulses from these spectrograms. We performed proof-of-principle measurements of chirped pulses and double pulses, all at 400 nm. This approach should be extendable deeper into the UV and potentially even into the extreme UV or x-ray range.

1. Introduction

Ultrashort laser pulses in the ultraviolet (UV) spectral range provide access to higher-energy electronic transitions and achieve a tighter focus than visible or near-infrared (NIR) pulses and so play important roles in time-resolved spectroscopy [1–4], nanolithography [5] and micromachining [6,7]. Of course, any application of UV ultrashort pulses requires measuring their complete electric field for optimizing and confirming the characteristics of the light source. UV pulse measurement can also serve as a phase and amplitude sensitive detector for measuring the complex response of a sample, as in multidimensional spectroscopies [8,9].

A common approach for characterizing ultrashort laser pulses, which are much too short to measure with electronics, is to use a nonlinear-optical interaction as a femtosecond (fs)-timescale gate, as is done in Frequency-Resolved Optical Gating (FROG) [10]. In FROG, the pulse interacts with (“gates”) itself in a nonlinear-optical medium, producing a nonlinear-optical signal, which represents a time slice of the unknown pulse’s electric field, E_{unk}(t). Another (“reference”) laser pulse may also gate the unknown pulse, in which case the method is called cross-correlation FROG, or XFROG. For simplicity, we will henceforth include the techniques, FROG and XFROG, in the single term FROG unless we wish to make a distinction between them. Measuring the spectrally resolved nonlinear-optical signal as a function of the delay between the two (or three) interacting pulses in these arrangements yields a spectrogram, or FROG trace. The pulse’s temporal (or equivalently spectral) electric field can be uniquely determined from the FROG trace using well-established phase-retrieval algorithms, such as the generalized projections (GP)
The FROG concept has been widely applied to measure ultrashort laser pulses ranging in center frequency from the infrared to the extreme ultraviolet [10].

One of the main challenges in measuring UV pulses is detection, since wavelengths below about 200 nm are outside of the range of standard silicon detectors and so require more expensive, specialized UV cameras. It can also be challenging to find a nonlinear medium that is transparent in the UV and has the required nonlinear-optical phase-matching characteristics. Deeper in the UV, optical components such as lenses and mirrors also become less available. FROG has been applied to measure 400 nm femtosecond pulses by difference frequency generation with an 800 nm pulse, which conveniently produces a nonlinear signal in the NIR [11]. However, finding an appropriate medium that is transparent and has the birefringence required for phase matching at wavelengths shorter than 400 nm in a second-order nonlinear optical process is challenging. Therefore, measurement of UV pulses most commonly uses third-order nonlinear optical signals such as polarization-gating (PG) [12,13], self-diffraction (SD) [14–18], and transient-grating (TG) [19–23], which can often be accomplished in any transparent medium. Still, most of these methods require detecting a nonlinear signal at the UV pulse wavelength. FROG spectrograms can be measured for deeper UV pulses which are absorbed by or ionize the nonlinear medium using methods based on spectrally resolved photoemission [24,25] or reflection by plasma mirrors produced by intense NIR pulses [26].

Our objective is to develop an all-optical FROG method for measuring UV pulses, where the UV pulse shape is encoded not in a UV nonlinear-optical signal, as in the above methods, but in an easily detectable NIR nonlinear-optical signal. We also aim to develop a method that is well-suited for extension to higher frequencies in the extreme ultraviolet (XUV) and x-ray spectral ranges for which there is a strong need for single-shot complete field characterization, in particular at Free Electron Lasers (FEL) [27].

In this publication, we demonstrate a variation of TG XFROG in which the transient grating is induced by two copies of the unknown UV pulse. This grating is then probed by a known NIR reference pulse, yielding a signal pulse at the same wavelength as the probe pulse, which can then be easily detected. Importantly, our technique involves scanning the delay between the UV pulses, rather than the reference-pulse delay as in standard TG FROG [19,20,23]. This allows us to retrieve the UV-pulse phase information, which would otherwise not be available. We refer to this variation on TG XFROG as Induced-Grating XFROG. Here we present a proof-of-principle demonstration by measuring pulses centered at 400 nm with an 800 nm reference pulse. We show that these spectrograms contain the 400 nm pulse phase information and apply the generalized projections algorithm to reconstruct the 400 nm pulse’s intensity and phase. Although our proof-of-principle tests were performed on 400 nm pulses, this method should be applicable to deeper UV and potentially even XUV and x-ray ultrashort pulses, since the nonlinear medium does not have to be transparent at the unknown-pulse wavelength and the phase matching is scalable. Also, while we used a multi-shot geometry here, standard single-shot FROG geometries should also be applicable (see for example [21]). Thus the approach introduced here has the potential to extend the suite of FROG-based techniques for single-shot, full-field characterization to high photon energies [10,28].

2. Encoding a UV pulse shape in a NIR nonlinear optical signal

Our technique is based on standard TG FROG [20,23]. Compared to the other third-order FROG geometries, TG FROG has several advantages for UV pulse measurement: it uses a nonlinear process that can be phase-matched by satisfying the Bragg condition, \( \sin \theta_{\text{probe}} = (\lambda_{\text{probe}} / \lambda_{\text{excite}}) \sin \theta_{\text{excite}} \); its signal is spatially separated from the input beams and so is background-free; and polarizers, which introduce dispersion, are not needed.

In a typical TG FROG measurement, the pulse to be characterized is split into three parallel beams that cross and spatially overlap at the focus of a lens at the nonlinear medium [20,23].
Two of the beams temporally overlap and interfere, inducing the transient grating, while the third beam diffracts from it forming the nonlinear signal. A TG FROG trace is the spectrum of the diffracted pulse versus the delay between the diffracted pulse and the transient grating. In TG cross-correlation FROG, or TG XFROG, a characterized reference pulse is available, and it induces the grating and the diffracted unknown pulse forms the nonlinear signal \[16,17\]. In standard TG XFROG, the spectrogram contains phase information only of the pulse that diffracts from the grating, and not of the pulses that induce it. As a result, when measuring a UV pulse, the UV pulse must probe the grating, not induce it, and the nonlinear signal will necessarily be at the same UV wavelength, thus requiring UV detection.

Induced-Grating XFROG uses a similar $\chi^{(3)}$ process, but instead produces a nonlinear signal at the reference pulse wavelength, in the visible or NIR, avoiding the need for UV light detection. Instead of diffracting the unknown pulse from the transient grating, two copies of the unknown UV pulse induce the transient grating, as shown in Fig. 1. Then the longer-wavelength reference pulse diffracts from the grating to form an easily detectable nonlinear signal centered at the reference pulse wavelength. The key to measuring a spectrogram that contains the UV pulse’s phase information is to vary the delay between the UV pulse replicas, maintaining the reference probe pulse at zero delay. Intuitively, one can consider that the UV pulse-pair only induce a grating when they temporally overlap, so the contrast or grating fringe depth is best at zero delay and the instantaneous wavelength of the UV pulse determines the periodicity of the grating. Thus, the transient grating contrast and phase versus delay between the UV pulses contains both the intensity and phase information about the UV pulse, which is probed and read-out by the longer-wavelength, diffracted reference pulse. More precisely, each UV pulse generates a coherence in the nonlinear-optical medium that lives for the dephasing time, usually referred to as $T_2$. But this time is generally very short for condensed phases and in this work we consider the coherent response to be instantaneous and representable by a delta function.

![Fig. 1. Schematic of the beam geometry used in Induced-Grating XFROG. Beam arrangement before and after the sample, showing that the grating pulse-pair delay is varied. The unknown, reference, and signal beams are $E_{\text{unk}}$, $E_{\text{ref}}$, and $E_{\text{sig}}$ respectively. Phase matching is achieved by satisfying the Bragg condition: $\sin \theta_{\text{ref}} = \left( \frac{\lambda_{\text{ref}}}{\lambda_{\text{unk}}} \right) \sin \theta_{\text{unk}}$, where $E_{\text{ref}}$ is the probe pulse and $E_{\text{unk}}$ is the excite pulse. $\theta_{\text{ref}}$ and $\theta_{\text{unk}}$ represent the half-crossing angles for the reference and unknown pulses.](image)

3. Generalized-projections phase-retrieval algorithm for Induced-Grating XFROG

The Induced-Grating XFROG discussed above results in the following nonlinear signal:

$$E_{\text{sig}}(t, \tau) = E_{\text{ref}}(t)E_{\text{unk}}^*(t)E_{\text{unk}}(t - \tau).$$

(1)

The reference, unknown, and signal fields are $E_{\text{ref}}$, $E_{\text{unk}}$, and $E_{\text{sig}}$, respectively, with the delay, $\tau$ in one of the unknown fields. Measuring the spectrum of this nonlinear signal versus $\tau$ results in
a FROG trace, \(I_{\text{sig}}(\omega, \tau)\), given by,

\[
I_{\text{sig}}(\omega, \tau) = \left| \int_{-\infty}^{\infty} E_{\text{ref}}(t) E_{\text{unk}}^*(t) E_{\text{unk}}(t - \tau) \exp(-i\omega t) dt \right|^2. \tag{2}
\]

Using Eqs. (1)–(2), the generalized-projections phase-retrieval algorithm can be applied to extract \(E_{\text{unk}}(t)\) from the FROG trace [10]. Following the usual procedure, the first step is to make an initial guess for \(E_{\text{unk}}(t)\), which is usually taken to be random noise. This guess and the known reference field \(E_{\text{ref}}(t)\) are then used to calculate \(E_{\text{sig}}(t, \tau)\) from Eq. (1). Next, \(E_{\text{sig}}(t, \tau)\) is Fourier transformed to the frequency domain and its magnitude is replaced by the square root of the measured trace yielding \(\tilde{E}_{\text{sig}}' (\omega, \tau)\). \(\tilde{E}_{\text{sig}}' (\omega, \tau)\) is then inverse Fourier transformed to the \((t, \tau)\) domain where it is used to update the next guess for the unknown pulse. In order to obtain \(E_{\text{unk}}(t)\) for the next iteration, we minimize the following functional distance:

\[
Z^{(k)} = \sum_{i,j=1}^{N} \left| E_{\text{sig}}^{(k)}(t_i, \tau_j) - E_{\text{ref}}(t_i) E_{\text{unk}}^{(k+1)}(t_i) E_{\text{unk}}(t_i - \tau_j) \right|^2, \tag{3}
\]

where superscripts \(k\) and \(k + 1\) denote the current and next iteration respectively. Eq. (3) takes into account the functional form of the nonlinear signal field, \(E_{\text{sig}}(t, \tau)\), for the Induced-Grating XFROG trace, and is otherwise known as the mathematical form constraint. Again, following the approach discussed in [10], to find an updated guess for the unknown field, Eq. (3) is minimized with respect to the unknown field via the method of steepest descent in which the equation for updating the field is given by Eq. (4) where \(x^{(k)}\) is a scalar multiplier. The expressions for derivatives are given by Eq. (5) and Eq. (6) where the \(k\) and \(k + 1\) superscripts have been suppressed for simplicity,

\[
E_{\text{unk}}^{(k+1)} = E_{\text{unk}}^{(k)} - x^{(k)} \nabla Z^{(k)} \tag{4}
\]

\[
\frac{\partial Z}{\partial \text{Re}\{E_{\text{unk}}(t_k)\}} = \sum_{j=1}^{N} \left[ \begin{array}{c}
-E_{\text{sig}}(t_k, \tau_j) E_{\text{ref}}^*(t_k) E_{\text{unk}}^*(t_k - \tau_j) \\
+E_{\text{unk}}(t_k) |E_{\text{ref}}(t_k) E_{\text{unk}}(t_k - \tau_j)|^2 \\
-E_{\text{sig}}(t_k + \tau_j, \tau_j) E_{\text{ref}}^*(t_k + \tau_j) E_{\text{unk}}(t_k + \tau_j) \\
+E_{\text{unk}}(t_k) |E_{\text{ref}}(t_k + \tau_j) E_{\text{unk}}(t_k + \tau_j)|^2 \\
+c.c
\end{array} \right], \tag{5}
\]

\[
\frac{\partial Z}{\partial \text{Im}\{E_{\text{unk}}(t_k)\}} = \sum_{j=1}^{N} \left[ \begin{array}{c}
-iE_{\text{sig}}(t_k, \tau_j) E_{\text{ref}}^*(t_k) E_{\text{unk}}^*(t_k - \tau_j) \\
-iE_{\text{unk}}(t_k) |E_{\text{ref}}(t_k) E_{\text{unk}}(t_k - \tau_j)|^2 \\
+iE_{\text{sig}}(t_k + \tau_j, \tau_j) E_{\text{ref}}^*(t_k + \tau_j) E_{\text{unk}}(t_k + \tau_j) \\
-iE_{\text{unk}}(t_k) |E_{\text{ref}}(t_k + \tau_j) E_{\text{unk}}(t_k + \tau_j)|^2 \\
+c.c
\end{array} \right]. \tag{6}
\]

Note, that in writing these equations, it is necessary to know which of the two unknown pulses is delayed, due to the complex conjugate in Eq. (1). Placing the delay in the other copy of the unknown pulse slightly changes the equations above.

4. Experimental setup

Figure 2 shows a schematic of the experimental setup used for proof-of-principle demonstrations of the Induced-Grating XFROG method discussed above. For the light source, we used a regenerative Ti:Sapphire amplifier with pulses centered near 800 nm at a 1 KHz repetition rate.
The laser beam was first split (BS1 in Fig. 2) into two replicas. A less intense replica (∼10%) of the pulse energy was used for the reference pulse, which was characterized with a commercial GRENOUILLE device [29] by introducing a flip mirror (FM). The reference pulse used in the measurements provided in the next section was approximately 160 fs long with a small amount of predominantly quadratic spectral phase (chirp). The temporal intensity and phase of this pulse is shown in the inset in Fig. 2.

To generate the unknown UV pulses, the more intense replica of the beam (∼90%) was converted to 400 nm in a 0.5 mm-thick BBO SHG crystal. A half-wave plate (HWP) is used before the second harmonic generation (SHG) crystal so that the resulting 400 nm pulses have the same polarization as the reference pulse. To produce the transient grating, a 50/50 beam splitter (BS2) was used to generate two replicas of the 400 nm pulse. All three beams propagated parallel and along a horizontal line to a 250 mm focal length lens, so that they spatially overlapped and focused at the sample. The spot size of the 400 nm beams at the focus was approximately 40 µm FWHM. Phase matching in these experiments simply requires satisfying the Bragg condition for the input beams, or that \( \sin \theta_{\text{ref}} = \left( \frac{\lambda_{\text{ref}}}{\lambda_{\text{unk}}} \right) \sin \theta_{\text{unk}} \). To satisfy this, we used half-crossing-angles of approximately 1.72° and 3.43° for the unknown (excite) and reference (probe) beams, respectively. The nonlinear medium was UV fused silica. The 800 nm nonlinear signal was detected with a homemade imaging spectrometer. To collect the FROG traces, a motorized delay stage was used to vary the delay of one 400 nm pulse, and the spectrum of the diffracted NIR reference pulse was measured as a function of delay.
5. Results

We performed two sets of measurements to test the performance of Induced-Grating XFROG. In the first one, we intentionally chirped the 400 nm pulse by a known amount using 0 mm, 20 mm, and 50 mm pieces of SF11 glass (the “test optic” in Fig. 2). The top row in Fig. 3 shows the results of these measurements. To extract $E_{unk}(t)$ from the measured traces, we applied the GP algorithm discussed in section 3.

![Fig. 3. Measurements of chirped 400 nm pulses using an 800 nm reference pulse. The columns correspond to dispersion introduced with 0 mm (left), 20 mm (center), and 50 mm (right) of SF11. (a-c) Measured Traces. Measured traces (a) and (b) were binned to 128×128 arrays and (c) was binned to a 256×256 array. (d-f) Retrieved Traces. (g-i) Temporal intensity (red) and phase (blue) of the retrieved pulse. (j-l) Independently measured spectra (light green), retrieved spectra (dark green), retrieved spectral phase (purple), expected spectral phase calculated from the Sellmeier equations for the glass used to introduce dispersion (dashed black line). The $G$ errors for each case are included in the bottom right hand corner of each retrieved trace.](image)
The accuracy of the reconstruction is typically quantified by the $G$ error. As usual, the $G$ error on each iteration is defined as [10]:

$$G^{(k)} = \left( \frac{1}{N^2} \sum_{i,j=1}^{N} |U_{\text{FROG}}(\omega_i, \tau_j) - \mu \mathcal{I}_{\text{FROG}}(\omega_i, \tau_j)|^2 \right)^{1/2}$$

where the index $k$ indicates the $k^{th}$ iteration and $\mu$ is a real normalization constant used to minimize $G^{(k)}$. And $G$ (without a superscript) is the resulting rms error when the algorithm is finished running. $G$ errors of about 1% or less indicate convergence and a good measurement for the types of pulses and traces considered here.

**Fig. 4.** Experimental results from the series of variable-separation double pulse measurements. Columns correspond to near-zero separation (left), ~300 fs separation (center), and ~600 fs (right). (a-c) Measured Traces. Each of the measured traces were binned to 128×128 arrays. (d-f) Retrieved Traces. (g-i) Temporal intensity (red) and phase (blue) of the retrieved pulse. (j-l) Retrieved spectral intensity (dark green), retrieved spectral phase (purple). The $G$ errors for each case are included in the bottom right hand corner of each retrieved trace.
The reconstructed traces along with their $G$ errors (rms differences between the measured and retrieved traces) are provided in Figs. 3(d)–3(f). The reconstructed pulse shapes in the time and frequency domains are shown in Figs. 3(g)–3(i) and Figs. 3(j)–3(l) respectively. Independently measured spectra (light green) are overlaid for comparison, as well as the calculated spectral phases (black, dashed lines).

As a second test of this method, double pulses, produced by a Michelson interferometer (the “test optic” in Fig. 2), were measured. These measurements are shown in Fig. 4 for three different double pulse separations, again showing the measured traces, the reconstructed traces from the GP algorithm, $G$ errors, and the reconstructed pulses in the time and frequency domains.

6. Discussion

The measurements in Figs. 3–4 demonstrate that Induced-Grating XFROG spectrograms contain the 400 nm pulse phase and amplitude information. A convenient feature of these spectrograms, similar to other types of FROG based on third-order nonlinear optical effects [10], is that the pulse shape can often be intuitively read directly from the FROG trace. Figure 3 shows that chirp in the 400 nm pulse results in a tilted FROG trace where the amount of tilt depends on the amount of chirp. Similarly, the FROG traces for the double pulses in Fig. 4 have an intensity profile vs. delay that follows that of the double pulses’ temporal intensity. As is the case with other third-order FROG variations, these traces also indicate the absence of a direction-of-time ambiguity. Note that the appearance of the traces depends on the pulse duration of the NIR reference pulse relative to the 400 nm pulses. Figure 4 is an example of this. Here, the NIR and 400 nm pulses (before the “test optic”) have similar pulse durations. Thus, as we varied the double pulse separation, the reference pulse was only long enough in time to maintain sufficient temporal overlap with one of the pulses in the double pulse. If the reference pulse were instead long enough to maintain temporal overlap with both pulses in the double pulse, then the Induced-Grating XFROG trace would look more similar to a typical self-referenced double-pulse FROG trace [10], with a three-lobed structure.

Prior to their retrieval, each of the measured traces in Figs. 3–4 were binned to 128×128 arrays except for the trace in Fig. 3(c) which was binned to a 256×256 array. The second row of Figs. 3–4 shows the results of the GP phase retrieval algorithm. The $G$ error for each retrieval is provided at the bottom right of each retrieved trace. Convergence was typically achieved within a few minutes. In the second set of measurements, we suspect that instabilities in the Michelson interferometer used to generate the double pulse may be responsible for a higher $G$ error, particularly in the trace with the smallest double pulse separation. Still, these measurements demonstrate that this method works for measuring more complex pulse shapes with larger time-bandwidth products.

The chirped pulses allow for another test of the measurements and reconstruction. Figures 3(j)–3(l) show the retrieved spectra compared with independently measured spectra using an Ocean Optics spectrometer. The spectra are in good agreement. Furthermore, since the shape of the spectral phase in the 400 nm pulses in Fig. 3 comes primarily from the dispersive glass that we introduced, we can also compare the retrieved spectral phases with that calculated from the Sellmeier equations for SF11 [30]. The expected GDD from the 20 mm and 50 mm pieces of SF11 was calculated to be 17721.3 fs$^2$ and 44257.0 fs$^2$, respectively. These values correspond to second-order spectral phase coefficients of 8860.7 fs$^2$ and 22128.5 fs$^2$. Curves corresponding to these values are shown as black dashed lines in Figs. 3(j)–3(l) and are in good agreement with the measured spectral phases. Together these checks on the spectra and spectral phase prove that the correct spectral (or equivalently temporal) electric fields were retrieved.

Measurements like those of the approximately 125 fs pulse in the first column of Fig. 3 were obtained with a total 400 nm pulse energy of approximately 140 nJ and a 20 ms integration time on the camera. Combined with the 40 µm spot size mentioned above, this results in a fluence of $\sim$10 mJ/cm$^2$ at the sample. In addition to the integration time on the camera, the required
amount of UV pulse fluence also depends on the reference pulse energy. Thus, by reducing the UV pulse energy and compensating this reduction with an increase in the reference pulse energy and/or camera integration time, UV pulses with considerably less pulse energy should be measurable. In this case, one should also take care not to increase the reference pulse energy too much as this could lead to increased scattered light at the signal wavelength. Furthermore, since the input polarization used is not restricted by the nonlinear interaction involved, this technique should also be applicable in instances where the measured pulse varies differently along different polarization components.

Previous work using TG XFROG has shown that the phase-matching bandwidth of a transient grating process can be very broadband [21]. We estimate the phase-matching bandwidth in our experiments to be greater than 100 nm. This could be increased, if necessary, by choosing different focusing conditions. However, even if the phase-matching bandwidth becomes limiting, for example if measuring single-cycle UV pulses, FROG spectrograms can be corrected for insufficient phase-matching bandwidth [31]. Thus, to our knowledge, there is no strict lower limit on the duration of the unknown pulse that can be measured with Induced-Grating XFROG. However, when attempting to measure extremely short pulses other challenges arise. These are the detection of the very broadband nonlinear signal, accounting for material dispersion in the nonlinear medium and other optical components [32], geometrical smearing (for multi-shot measurements), and the breakdown of the slowly-varying envelope approximation, all of which are typically solvable problems [10].

Additionally, we foresee no strict requirements on the duration or complexity of the reference pulse required for Induced-Grating XFROG, provided that its intensity and phase are well characterized. Shorter or longer references pulses can in principle be used. However, to avoid unnecessarily complicating the measurement, we recommend choosing the simplest available reference pulse at the desired center wavelength (typically the NIR pulse directly out of the laser system makes a good reference pulse). Also, as in standard XFROG, for simultaneously achieving good spectral and temporal resolutions it is best to aim for equally distributing information in the measured trace between both domains of the trace (time and frequency) [10].

7. Conclusions

We demonstrated Induced-Grating XFROG for encoding the intensity and phase of a 400 nm pulse in a NIR nonlinear-optical signal. We applied the GP phase retrieval algorithm to reconstruct the pulse’s electric field from the measured spectrogram. To test this method, we demonstrated accurate measurement of chirped 400 nm pulses and also the measurement of more complex double pulses. While the proof-of-principle tests done here were at 400 nm, this approach should be extendable deeper into the UV and potentially even into the extreme UV [33] or x-ray range, since phase matching only requires satisfying the Bragg condition. Another advantage of detecting the nonlinear signal at the reference pulse wavelength is that the medium does not necessarily have to be transparent at the unknown pulse wavelength as long as the functional form of nonlinear signal is still known. Single-shot implementation of Induced-Grating XFROG should also be straightforward following the approach used for other single-shot FROG implementations [10]. In conclusion, we believe that Induced-Grating XFROG represents a first step towards developing an all-optical FROG method for measuring UV and possibly even higher-photon-energy femtosecond laser pulses.
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