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Localization of multiple acoustic sources in the shallow ocean
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An iterative, rotated coordinates inversion technique is applied in conjunction with spatial
narrowband filters in matrix form to localize multiple acoustic sources in the shallow ocean. When
the iterative, rotated coordinates inversion technique is applied to broadband horizontal line array
data designed to simulate a group of moving ships, the bearing of the loudest source is quickly
identified. Both passband and stop band matrix filters are constructed for an angular sector centered
on the identified bearing. Data filtered with the passband filters are used in the inversion to obtain
estimates of the remaining source parameters, range, depth, course angle and speed, and prominent
environmental parameters. Additional inversions applied to data modified by the stop band filters
yield the bearing of the next loudest source. The procedure is repeated until all detectable sources
have been localized. Results of applying this strategy to several simulated cases are presented.
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I. INTRODUCTION

A central goal in many areas of underwater acoustics
research is the localization of acoustic sources. Traditionally,
the first task is to identify the number of sources and their
bearings. Next, the ranges from the receiver array to the
sources are estimated. In contrast, the goals of the present
work are to find the locations and trajectories of multiple
acoustic source without a priori knowledge of the number of
sources present by applying an optimization algorithm1,2 and
narrowband matrix filters3 to broadband horizontal line array
�HLA� data.

Identification of the bearing of an acoustic source can be
accomplished with many techniques. A large number of these
methods are based on beamforming, in which the responses
of the array for sound received from multiple bearing angles,
referred to as look-directions, are compared to plane-wave
replica vectors: the response expected on the array for a
plane-wave arrival from a source in the far-field at that bear-
ing. A detailed description of beamforming can be found in
Ref. 4. For the present, the relevant point is that while ad-
vanced beamforming techniques accurately identify source
bearings in a wide variety of cases, they must be used in
conjunction with other algorithms to obtain source ranges
and trajectories.

Another set of techniques developed for source localiza-
tion are referred to as matched field processing �MFP� algo-
rithms. In contrast to plane-wave beamforming, the array re-
sponse in each look-direction is compared, in MFP, to the
replica vectors calculated when the effects of the ocean en-
vironment on the plane-wave propagation are included.
Thus, the replica vectors depend inherently on the assumed
environmental properties. When the environment is well
known, MFP can yield good values for source locations in
bearing, range, and depth.5–7 But if the assumed environmen-
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tal characteristics are incorrect, a case referred to as environ-
mental mismatch, the accuracy of MFP decreases.

To tackle the problems of environmental mismatch, a
number of match-field inversion methods,8 also known as
geoacoustic inversions, have emerged. The goal of these op-
timizations is to obtain accurate estimates for the environ-
mental properties of the shallow-ocean. References 9 and 10
contain reports of benchmark workshops in which such in-
version algorithms are applied to synthetic data for range-
independent and range-dependent environments, respec-
tively. The articles therein illustrate the wide variety of
optimizations currently in use.

A few geoacoustic optimization algorithms have been
adapted to invert for the location of a single source along
with the environmental parameters. For example, in Refs.
11–13, range and depth of the source are found along with
environmental parameters. In Ref. 1, estimates of bearing,
range, depth, course angle, and speed of a moving source, as
well as environmental characteristics, are found for broad-
band, HLA data designed to simulate a moving source. The
posteriori distributions in Ref. 11 and the rotated coordinates
in Ref. 1 confirm that the acoustic field is much more sensi-
tive to changes in the source parameters than changes in the
environmental properties, as described in Ref. 14.

Building on the work in Refs. 1 and 2, the iterative,
rotated coordinates inversion method is applied herein in
conjunction with spatial, narrowband filters in matrix form3

to synthetic, broadband, HLA data generated for multiple,
moving, acoustic sources. With no a priori knowledge about
the number of sources present, the inherently single-source
inversion quickly identifies the bearing of the strongest
source. Two kinds of narrowband matrix filters are then de-
signed about the identified angle. First, passband matrix
filters3 are constructed to isolate sound originating from an
angular sector about the source bearing and are applied to the
original data. The resulting filtered data set is used in the
inversion to obtain estimates of the source’s range, depth,

and trajectory. Second, stop band matrix filters remove sound
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corresponding to sources in an angular sector about the iden-
tified bearing. The resulting modified data are basically
equivalent to broadband, HLA data from one less source than
the original data. Application of the inversion technique to
the modified data yields the bearing of the next strongest
source. New sets of matrix filters are created, and the process
is repeated until all detectable sources have been localized.

Details and examples of applying this iterative invert-
and-filter technique are presented in this paper, which is or-
ganized as follows. Section II describes the inversion tech-
nique and the procedure for constructing the matrix filters.
The performance of the iterative invert-and-filter strategy is
demonstrated in Sec. III, for cases of two, four, and ten mov-
ing sources. Gaussian noise is added to the ten-source case.
The case of environmental mismatch is explored in Sec.
III D. Section IV contains conclusions that have been ob-
tained thus far and further potential applications of these
techniques.

II. METHODOLOGY

Brief overviews of the inversion method and the matrix
filters are presented. Further details about the techniques are
available in Refs. 1–3. All computations use complex spec-
tral values at multiple frequencies obtained when a fast Fou-
rier transform �FFT� is performed on time series received on
an array of hydrophones.

A. Iterative inversion method

Inversion methods are characterized by three main com-
ponents: the forward model, the cost function to be mini-
mized, and the search algorithm. For the work presented in
this paper, a range-independent, normal mode model,
ORCA,15 is used to produce the modeled field. The modeled
field is compared to the data in a cost function based on a
cross-phone correlation that is summed coherently over both
frequencies and time �range� sequences. The search algo-
rithm is the iterative inversion method referred to as system-
atic decoupling using rotated coordinates �SDRC�,1,2 which
uses multiple sets of rotated coordinates in a series of fast
simulated annealing optimizations.

1. Cost function

The cost function minimized in our analysis, based on
the coherent, broadband correlation first introduced in Ref. 6,
is defined as

E�x� = 1 −
1

n
�

t

C1�x,t� , �1�

where n is the number of time sequences. C1�x , t� is the
coherent, broadband, cross-phone correlation between data
and model, at time sequence t, for the set of physical param-

eters x:

J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005

ution subject to ASA license or copyright; see http://acousticalsociety.org/
C1�x,t� = �
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Di�f ,t�Dj
*�f ,t�Mi

*�f ,t,x�Mj�f ,t,x� ,

�2�

with i and j indicating the receivers. Di�f , t� is the measured
spectra on the ith hydrophone at frequency f and is nor-
malized at each time t such that

��
f

�
j

�
i�j

�Di�f ,t�Dj
*�f ,t��2 = 1. �3�

A single set of source parameters and environmental param-
eters in x are used to calculate the modeled spectral values
Mi�f , t ,x� �complex pressure field�, which are normalized in
the same manner. In the examples, the data D are produced
by multiple sources, but the modeled values M are generated
assuming only a single source.

2. The SDRC algorithm

The cost function E is minimized by a series of fast
simulated annealing optimizations in a process called SDRC.
The SDRC approach developed in Refs. 1 and 2 is designed
to quickly identify the most sensitive parameters, defined as
those which have the largest influence on the cost function,
without a priori decisions regarding which parameters are
not to be varied during the optimization.

The SDRC method uses rotated coordinates, introduced
in Ref. 16, to navigate the parameter search space because
often there is a correlation between how various parameters
influence the cost function E. The application of rotated co-
ordinates transforms the inversion problem from the N physi-
cal parameters in x to a coordinate system that is better
aligned with the prominent valleys and gradients of the
search space. The transformation is accomplished via diago-
nalizing K, the covariance matrix of the cost function gradi-
ents. The components of K are defined by

Kij = �
�

�E

�x̂i

�E

�x̂j

d� , �4�

and i , j=1, . . . ,N. The integration is performed over the
N-dimensional volume � using an efficient Monte Carlo
algorithm.17 The values of x̂ are dimensionless: the dimen-
sions have been removed from the physical parameters by
dividing them by the difference between the respective maxi-
mum and minimum values of the parameters in the volume
�.

An eigenvalue decomposition of K yields eigenvectors
vi and eigenvalues si. The eigenvectors vi, which are referred
to as the rotated coordinates, indicate how the parameters are
coupled, and are used in constructing the explicit expression
for the parameter perturbations in the fast simulated anneal-
ing optimization.16,18 Specifically, at each step in the inver-
sion, a single eigenvector vj is used to change the set of
parameters in x̂ to the new values x̂� by

x̂� = x̂ + 1
2�3vj, �5�

where � is randomly selected from the interval �−1,1�.
Equation �5� is chosen because it tends toward small pertur-

bations but allows large perturbations and works well with
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the fast simulated annealing algorithm.16,18 The eigenvalues
si indicate which rotated coordinates or, equivalently, which
combinations of parameters, have the largest effect on the
cost function. Both the parameter couplings and the relative
sensitivities depend on �, the bounds on the integration in
Eq. �4�.

Although the use of rotated coordinates, as compared to
standard coordinates, in the annealing increases the effi-
ciency of the optimization, it is, nevertheless, extremely dif-
ficult to obtain reliable estimates for a large number of pa-
rameters from a single inversion in which all the rotated
coordinates are varied; the difficulty arises from the wide
range of the cost function’s sensitivities to changes in the
different parameters. The SDRC method1 has been designed
to take advantage of the diverse sensitivities and to find es-
timates for the most sensitive parameters first before trying
to obtain the less sensitive parameters. In SDRC multiple
sets of rotated coordinates, each corresponding to a subse-
quently smaller set of parameter bounds, are used in a series
of inversions. For each annealing, only the primary rotated
coordinates, defined as those with large corresponding eigen-
values, are used to vary the parameters as in Eq. �5�. As the
most sensitive parameters become better defined and the
bounds on these parameters in the volume � are reduced as
described in Ref. 2, subsequent sets of primary rotated coor-
dinates change and different parameters are varied more sub-
stantially. It is important to note that throughout the iterative
algorithm the bounds on the annealing search space are not
changed.

B. Spatial filters

Once an approximate source bearing is obtained, nar-
rowband, spatial filters in matrix form, centered on the esti-
mated source bearing, are computed for the frequencies of
interest: f1 , . . . , fP. Matrix filters were originally developed
as frequency selective filters for short time series19 and have
been employed for source localization in passive SONAR
problems.20 Many design algorithms are computationally ex-
pensive and are not practical in situations where new matrix
filters may have to be created and used in real time. The
matrix filters applied in the present work are constructed
with an efficient method based on the solution of a set of
least-squares �LS� problems.3

For an array with Ne elements the filtering operation is
the matrix-vector product GD, where the Ne�Ne matrix fil-
ter G is complex, non-Hermitian, rank-deficient, and a func-
tion of both the angular window W and frequency f .

The filter design requires the construction of a matrix of
steering vectors Y�f� whose columns are the plane-wave rep-
lica vectors. Each replica vector yi�f� is an Ne vector giving
the plane-wave, array element response due to a single far-
field source at angle �i.

The response of the matrix filter G, for a given fre-
quency f , is given by

Gyi = �iyi, i = 1, . . . ,M , �6�

where M is the number of discrete angles 	�i , . . . ,�M
 cov-

ering the bearing space. In the applications presented here,
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�k� 	0,1
. For a spatial passband filter about the angular
window W= ��i ,� j�, �k=1, for i�k� j, and �k=0, other-
wise. Similarly, for the spatial stop band filter, �k=0, for i
�k� j, and �k=1, otherwise. By defining �
=diag��1 , . . . ,�M�, the M equations in Eq. �6� can be writ-
ten as GY=Y�. This leads to the rank-deficient least-
squares problem:

min
gij

�GY − Y��2 = min
gij

�YHGH − �HYH�2, �7�

where the superscript H denotes conjugate transpose. A stan-
dard numerical method for the solution of rank-deficient lin-
ear LS problems21 based on calculating the psuedo-inverse
P= �YH�+17 is used such that the solution to Eq. �7� is

G = Y�PH. �8�

The computation of the matrix filters G, as a function of
the angular window W and the frequency f , is efficient
enough for practical applications because �1� the replica vec-
tors Y and corresponding pseudo-inverses P for frequencies
and angles of interest can be calculated once and stored, and
�2� the filtering operation can be calculated with only a few
vector inner products instead of a full matrix-vector product
because of the low rank of the filters.

Studies by Stotts22 have shown that optimum matrix fil-
ters can be designed if the array configuration is taken into
account when choosing the rank of the psuedo-inverse. This
work has proven useful, especially for nonuniform arrays.23

In the present work, however, the array elements are uni-
formly spaced and a standard threshold is used.

III. EXAMPLES

Examples are presented to show how multiple applica-
tions of the SDRC inversion method and the matrix filters on
broadband, HLA data can locate and track multiple sources
in an uncertain ocean environment. The iterative invert-and-
filter strategy proceeds as follows. First, a SDRC inversion is
performed with the broadband, HLA data. The inversion al-
gorithm computes the modeled field Mj�f , t ,x� in Eq. �2�
based on a single set of source parameters in x. The source
bearing found by the inversion, �1, is the initial bearing of
the source with the loudest received level on the HLA. Stop
band filters, also referred to as notch filters, are constructed
about �1 and applied to the original data to effectively re-
move the contribution of the loudest source in the element-
level data. The resulting filtered data are processed in the
inversion to obtain the bearing of the next loudest source, �2.
A new set of notch filters is created about �2 and applied to
the data. The process is repeated until all discernible source
bearings are found. In parallel to this source-bearing identi-
fication and source-removal procedure, passband filters are
constructed about each angle �i that is identified as an initial
source bearing. Data filtered with passband filters contain
sound originating in the designated angular sector, which
ideally contains only one source. These filtered data sets, one
for each �i, can be used in a SDRC inversion to find addi-
tional source parameters, depth zs, range r0, course angle �,

and speed v, as well as environmental characteristics.
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Some of the questions that arise when considering the
above strategy include the following. �1� Is there a ratio of
source levels for which the bearing �i found by the inversion
does not correspond to an actual source bearing? �2� How
many sources can be identified by successive applications of
the inversions and matrix filters? �3� In what cases is the
invert-and-filter scheme unable to locate sources? �4� What
influence does an incorrect description for the ocean environ-
ment have on the estimates of the source parameters obtained
by the inversion? �5� Can estimates of the environmental
characteristics be identified while applying the SDRC inver-
sion method to data filtered to isolate a loud source? Three
test cases are used to explore these questions.

The data for the test cases are generated in the following
manner. First, ORCA15 is used to obtain the broadband
modal eigenvalues for the specified environment. These
modal eigenvalues are combined with the individual, unique
source spectra, broadband source level, initial location, and
trajectory for each source to generate the acoustic field re-
ceived at the array. The resulting data file contains the FFT
of the time series produced by the designated moving
sources in the specified environment. For the ten-source
case, noise is added to the acoustic field.

The environment and array specifications are the same
for all cases. The environment is based on one of the test
cases from the 1997 Geoacoustic Inversion Workshop,9 illus-
trated in Fig. 1. The HLA is located at a depth of 25 m and
consists of 65 elements that are spaced 4 m apart for a total
horizontal aperture of 256 m.

A. Two sources with varying source levels

Multisource field data from two sources are simulated
with different ratios of the source levels to explore �1�
whether or not the inherently single-source SDRC inversion
algorithm can reliably obtain a valid source bearing when
applied to the field from two sources and �2� if an ambiguous

FIG. 1. Shallow ocean environment for the examples in Sec. III. The bold,
horizontal line represents the HLA at a depth of 25 m. The other bold, solid
lines show the sound speed c in the water, sediment, and half-space. The
density � and the attenuation 	 in the sediment and the half-space are speci-
fied.
source bearing is found when the sound received on the array
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from two sources is approximately equivalent. Specifically,
the complex spectra from two, concurrent sources at 41
evenly spaced frequencies from 50 to 250 Hz received on
the HLA at eleven time sequences that cover a 3-min time
interval are generated with different source levels. The posi-
tions of the two sources during the 3 min and the HLA are
illustrated in Fig. 2. Table I lists the sources’ characteristics.

In this example, the SDRC inversion method is applied
to data generated for different ratios of the broadband source
levels of T1 and T2, and the bearing obtained by the inver-
sion always matches one of the correct source bearings. The
broadband source level is the total intensity of the source
integrated over the specified frequency band. The source
level of T2 is held at 140 dB, while the source level of T1 is
varied from 105 to 130 dB. For cases when the source level
of T1 is less than 123 dB, the inversion properly identifies an
initial bearing of 45° ±0.5°, the bearing of T2. In addition,
good estimates are obtained for the range r �within 200 m�,
the course angle � �within 4°�, and the speed v �within
0.3 m/s� by inversions performed starting with several dif-
ferent sets of initial source parameters and with the param-
eter bounds on the inversions listed in Table I. When the
source level of T1 is greater than 125 dB, the initial bearing
of T1 is found within 0.3°, and r, �, and v are found with the
same accuracy as cited earlier. When the T1 source level is
123 dB, the initial bearing of T2 is found, and good esti-
mates of r, �, and v are obtained from about half of the
inversions. Similarly, inversions based on data with a T1

FIG. 2. Geometry of the sources and receivers for the example in Sec. III A.
The initial locations are shown as circles and the final as a diamond for T1
and a square for T2. The horizontal aperture covered by the array is illus-
trated as a box on the x axis.

TABLE I. Characteristics of the two sources �T1 and T2� for the synthetic
data described in Sec. III A: the source depth zs, the initial range r0 and
initial bearing � from the array, the course angle �, the speed v. All angles
are measured relative to North �0°�. The last two columns list the bounds on
the parameters for the inversions.

Parameters T1 T2 Min Max

zs �m� 40 6 1 70
r0 �km� 2.236 5.657 0.1 10
� �deg� −26.6 45 −90 90
� �deg� 135 240 0 360
v �m/s� 2.2 3.2 1 10
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source level of 125 dB find the initial bearing of T1 reliably
and sometimes find good estimates for the other source pa-
rameters. For a source level of 124 dB, the sources have the
same received level on the array; the inversion identifies ei-
ther −26.6° �T1� or 45° �T2� as the source bearing and often
obtains approximately correct values for the corresponding r,
�, and v. The inversion does not converge to an incorrect
bearing even when the sound level received on the array
from the two sources is equivalent. If one of the sources is
louder than the other, then r, �, and v can also be well
approximated by a single SDRC inversion.

B. Four well-separated targets

For the second example, a series of SDRC inversions
and notch filters are applied to the field produced by four
sources �T1–T4�, which are well separated in bearing, to ob-
tain estimates of the source locations and trajectories. Ex-
amples of 10° notch filters at 50 and 250 Hz are shown in
Fig. 3.24 The source configuration used to create the data are
listed in Table II, and the locations and motion of the sources
over the 3-min interval are illustrated in Fig. 4. Each source
has a unique source spectra.

One way to examine the progress of the iterative, invert-
and-filter method is to view scatter plots of the cost function
E versus the individual parameters for all states visited in
each SDRC inversion.1 Envelopes of the scatter plots,2 which
essentially trace the minimum values of E found for each
parameter, are shown in Figs. 5–9. The line representations
of the scatter plots include on the order of 10 000 model
realizations.

FIG. 3. A 10° notch filter about 11° at 50 Hz �dashed line� and 250 Hz
�solid line� for the environment and array in Fig. 1.

TABLE II. Characteristics of the four sources �T1–T4� for the synthetic data
described in Sec. III B. The last two columns list the bounds on the param-
eters for the inversions.

Parameters T1 T2 T3 T4 Min Max

zs �m� 30 20 6 40 1 85
r0 �km� 2.828 5.099 5.000 6.325 0.1 10
� �deg� 45 11.3 −36.9 −71.6 −90 90
� �deg� 45 0 180 90 0 360
v �m/s� 2.0 2.0 2.0 2.0 0 10
SL �dB� 125 130 140 125
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Figure 5 contains plots of E versus initial source bearing
� for each of the four, successive, SDRC inversions and il-
lustrates how application of the invert-and-filter method sys-
tematically obtains all four source bearings. The first inver-
sion, performed on the original data, finds a minimum value
of E at �=11°, the initial bearing of T2, as depicted in Fig.
5�a�; a second deep minimum is also visible at �=−37°, the
initial bearing of T3. The results of the second inversion
performed after notch filters remove T2, shown in Fig. 5�b�,
yield a well-defined minimum of the E at �=−37° �T3�. Fig-
ure 5�c� shows how the third inversion �after T2 and T3 have
been removed� results in �=45° �T1�. The plot of E vs � for
the fourth and final inversion, Fig. 5�d�, reveals a sharp mini-
mum at the initial bearing of T4, �=−72°.

Figures 6–9 show the inversion results for the remaining
four source parameters obtained by the four, successive in-
versions detailed Fig. 5. The width of the minima indicates
the relative uncertainty in the inversion results: the wider the
valley around the minimum, the more uncertain the estimate
obtained by the inversion. The vertical dashed lines show the
correct values, except in Fig. 6�c� where the correct answer is

FIG. 4. Source configuration for examples in Sec. III B. The circles denote
the starting location, and the arrows indicate the source positions 3 min
later. The rectangle near the origin shows the horizontal aperture covered by
the HLA.

FIG. 5. Distribution envelopes of bearing � vs cost function E for the four,
successive, SDRC inversions in Sec. III B. The vertical dashed lines show

correct bearings for �a� T2, �b� T3, �c� T1, and �d� T4.
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�=0° =360°. In Fig. 6, all four source parameters for T2 are
well approximated by the first SDRC inversion on the origi-
nal four-source data. Figure 7 shows the results of the second
inversion on data modified by notch filters to remove 10°
about �=11°, the initial bearing of T2, in which good esti-
mates are obtained for r, �, and v of T3 but not for zs. The
correct zs for T3 is 6 m, and as has been stated in Refs. 1 and
2, it is very difficult to find a shallow source depth accu-
rately. Figures 8 and 9 show similar results: the source pa-
rameters for T1 and T4 are well approximated by the third
and fourth SDRC inversions based on data modified by notch
filters. Thus, the four sources have been localized, with the
exception of one source depth, and tracked over the 3-min
time interval by successive application of the single-source,
SDRC inversion method and notch filters.

FIG. 6. Distribution envelopes of �a� zs, �b� r, �c� �, and �d� v vs cost
function E for the first SDRC inversion in Sec. III B on the original four
source data. The vertical dashed lines are the correct values for source T2.

FIG. 7. Distribution envelopes of �a� zs, �b� r, �c� �, and �d� v vs cost
function E for the second SDRC inversion in Sec. III B after T2 has been

filtered out. The vertical dashed lines are the correct values for source T3.
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C. Ten targets

The iterative invert-and-filter approach is applied to data
from ten, concurrent sources �T1–T10�, designed to simulate
a noisy, high-traffic area of the ocean, to explore how many
sources can be localized and tracked with this approach. The
bearing identification and notch filters are applied as in Sec.
III B. In addition, passband filters are constructed around
each identified bearing and applied to the data. The resulting
filtered data sets are used in SDRC inversions to localize and
track the sources. The positions of the sources during a 3
-min time interval are illustrated in Fig. 10. Five of the ten
sources �T2, T6–T9� are loud surface ships �with zs�10m�
traveling in parallel directions ��=135° or 315°�. The re-
maining five sources are located at a wide variety of depths

FIG. 8. Distribution envelopes of �a� zs, �b� r, �c� �, and �d� v vs cost
function E for the third SDRC inversion in Sec. III B after T2 and T3 have
been removed by notch filters. The vertical dashed lines are the correct
values for source T1.

FIG. 9. Distribution envelopes of �a� zs, �b� r, �c� �, and �d� v vs cost
function E for the fourth and final SDRC inversion in Sec. III B after T1, T2,
and T3 have been removed by notch filters. The vertical dashed lines are the

correct values for source T4.
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and ranges, with T5 being the quietest source and furthest
from the array. In addition, a Gaussian noise background is
added such that the signal-to-noise ratio with respect to the
quietest source, T5, is 3 dB. The same frequencies, array
configuration, and time sequences are used in these inver-
sions as in the previous examples.

To follow the performance of the invert-and-filter
method, envelopes of the distribution of the initial source
bearing � versus the cost function E for the successive SDRC
inversions are plotted in Fig. 11. The dashed line in each plot
is the initial bearing of the source shown in Fig. 10 that is
closest to the bearing associated with the minimum value of

FIG. 10. Source configuration the ten sources �T1–T10� used in Sec. III C.

FIG. 11. Envelopes of the distributions of initial source bearing � vs cost
function E for the inversions described in Sec. III C. The dashed line in each
plot is the initial bearing of the source shown in Fig. 10 that is closest to the
value corresponding to the minimum E. In �a�, the first SDRC inversion
performed on the ten-source data finds the minimum values of E to be at
�=−11°, close to the bearing of source T6. Each inversion �b�–�l� is per-
formed using data modified by notch filters that remove one additional
source. The source bearings identified by this method are �a� T6, �b� T7, �c�
T9, �d� T2, �e� T4, �f� T1, �g� T2, �h� T6, �i� T10, �j� T8, �k� T5, �l� T3. The
bearing of T2 and T6 are found twice because the initial notch filters are not

wide enough to remove large sidelobes associated with T2 and T6.
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E found in that inversion. In between the inversions, notch
filters are created that remove 10° about each bearing iden-
tified thus far, and the filters are applied to the original data.
Thus, the nth inversion uses data modified by notch filters
with n−1 angular sectors removed. The first SDRC inversion
performed on the ten-source data finds the minimum values
of E at �=−11°, close to the initial bearing of source T6, as
shown in Fig. 11�a�. Figures 11�b�–11�f� display the results
of the next five inversions that obtain good estimates for the
bearings of sources �b� T7, �c� T9, �d� T2, �e� T4, and �f� T1.
The loudest sources’ bearings are found first. The next two
inversion, shown in Figs. 11�g� and 11�h�, yield bearings that
are close to the values already found for T2 and T6 indicat-
ing that the 10° window removed by the notch filter is not
sufficiently large to remove the main sidelobes of T2 and T6.
Additional notch filters are used to extend the nulled angular
sector about the estimated bearings. The remaining four in-
versions, Figs. 11�i�–11�l�, find a miniumum near the initial
bearings of �i� T10, �j� T8, �k� T5, and �l� T3. Thus it appears
that all ten source bearings have been obtained using the
invert-and-filter approach.

The next task is to obtain estimates of depth, range, and
trajectory for each source whose bearing is identified by the
invert-and-filter technique. First, separate filters are designed
to pass 15° about each � obtained by the 12 inversions dis-
played in Fig. 11. Next, the filters are applied to the original
data, and the twelve filtered data sets, labeled �a�–�l� in ac-
cordance with Fig. 11, are processed in SDRC inversions to
obtain estimates of zs, r, �, and v for each source. All twelve
data sets are used, even though two of them are essentially
duplicates because in realistic applications the true source
bearings are not known.

A plot of the source locations over the 3-min time inter-
val as obtained by the 12 inversions are plotted in Fig. 12,
with triangles at the beginning and end locations, and are
labeled �a�–�l� to indicate which of the filtered data sets yield
which source parameters. The beginning and ending loca-
tions of the original, ten sources are shown as open circles.
The HLA is located at the origin and extends along the +x
axis. From this plot, it is seen that the inversion using data

FIG. 12. Source locations resulting from inversions performed on data fil-
tered about the bearings obtained in Fig. 11. Triangles mark the initial and
final positions. The corresponding letters �a�–�l� label which filtered data set
produced which trajectory. The actual beginning and ending source positions
are shown as open circles and labeled T1–T10 as in Fig. 10.
filtered to pass 15° about the bearing identified in Fig. 11�f�

Tracianne B. Neilsen: Multisource localization

content/terms. Download to IP:  128.187.216.31 On: Sat, 18 Jul 2015 15:28:43



 Redistrib
of �=66° obtains good estimates for the range, course angle,
and speed of T1. Similarly, inversions based on filtered data
sets �d� and �g� both yield good values for T2, confirming the
idea that the bearing obtained in inversion �g� converges to a
portion of the signal from T2 that is not removed by notching
out a 10° angular sector about the bearing obtained by inver-
sion �d�. T3 is found using filtered data set �l�, T4 by �e�, T7
by �b�, T9 by �c�, and T10 by �i�. Sources T5 and T8 are not
identified using any of the filtered data sets.

Four of the 12 inversions did not converge accurately to
correct source locations. Inversions �a� and �f� have the same
bearing as T6, which is the loudest source, but the range is
incorrect. This error occurs because T6 is the slowest of all
the sources, v=0.7 m/s, and is moving too slowly for the
range to be adequately determined by this cost function. Al-
though the range estimates from inversions �a� and �f� are too
large, the bearing, course angle and slow speed are found
correctly. The other two inversions with poor results corre-
spond to Figs. 11�j� and 11�k�, even though the estimated
bearings are close to the bearings of T8 and T5. The probable
reasons for the inability to localize T5 and T8 are �1� the
larger distance from the HLA and �2� the proximity to the
loudest source T6. In addition, the results labeled �j� and �k�
have very slow speeds similar to �a� and �f�.

The source property that is not represented in Fig. 12 is
the source depth. Table III lists the correct source depths and
those obtained by the inversions performed on the filtered
data sets. Although there is difficulty in obtaining accurate
estimates for very shallow source depths, zs
10 m, the re-
maining source depth estimates are within a few meters of
the correct values.

The error in the inversions �j� and �k� and the inability to
isolate the bearings of T5 and T8 demonstrate the limits of
the invert-and-filter approach. At some point, after many an-
gular sectors have been removed by the notch filters, the
inversion can converge on either sidelobes of louder sources
or on some feature of the interference between sidelobes of
different sources. Thus, remaining sidelobe features can
mask quieter sources. To locate quiet targets, a better way of

TABLE III. Source depths for the true source configuration in Fig. 10 and
those obtained by the inversions in Figs. 12, 13�b�, and 14�b�. Inverted
source depths are not listed for T5 and T8 because they are not localized by
the inversion method.

Source True Inverted B1 C1

T1 30 33 33 31
T2 6 16 14 14
T3 50 49 66 49
T4 20 19 27 20
T5 40 X X X
T6 6 34 38 33
T7 6 27 11 14
T8 10 X X X
T9 10 16 12 12
T10 15 14 5 16
removing the entire signal of the loud sources is required.
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D. Environmental mismatch

In the previous examples, the properties of the shallow
ocean environment are assumed to be known exactly. In
cases where an approximately correct environment is used,
then inversion such as those in Sec. III C generally yield
reasonable source locations and trajectories. If the environ-
mental information is very incorrect, it is still possible to
obtain bearings of the sources with the invert-and-filter
method. In the case of corrupt environmental information, a
SDRC inversion, on data filtered to pass a loud source, in
which both the source and environmental parameters are al-
lowed to vary yields a modified description of the environ-
ment that can then be used to get improved estimates of the
remaining sources’ locations.

To examine the effect of environmental mismatch on the
source localization process, two environments, listed as “B”
and “C” in Table V, are considered. Environment B corre-
sponds to a softer sediment with a ratio of water to sediment
sound speed rc1 less than one, while C represents a harder
sediment. The process in Sec. III C is repeated twice more
with the incorrect environments held fixed. In both cases, the
source-bearing identification and source-removal procedure
yields results equivalent to those in Fig. 11. The ability of the
inversion to obtain correct source bearings with incorrect en-
vironments is evidence of the lack of coupling between the
source bearing and the environment.1 In addition, the matrix
filters are based on plane-wave replica vectors and thus are
independent of the assumed environment.

Once approximate source bearings have been estimated,
data filtered to about each bearing are used in separate SDRC
inversions for source parameters holding the incorrect envi-
ronments fixed. In most instances, fairly good estimates are
obtained for the course angle and speed but poorer estimates
are obtained for the range and the depths. The ability of the
inversions to determine relatively good estimates of � and v
independent of the environment is expected because they are
not as significantly coupled to the environment as are zs and
r0.

The inversion estimates are improved if a modified en-
vironment is used. The properties of the incorrect environ-
ment are allowed to vary along with the source parameters in
the inversion based on data filtered around the source at
−53°, a loud surface ship �T9�, because it was the second
bearing identified. �In general, the first bearing could be
used, but in this case T6, the loudest source, is moving too
slow to yield good results, as described in Sec. III C.� The
bounds on the environmental parameters used in the inver-
sion are listed in Table IV. The estimates of the environmen-
tal properties obtained by SDRC inversions on the loud
source T2 are listed in Table V as B1 and C1 and are referred
to hereafter as the modified environments. The estimates ob-
tained for the most sensitive feature, rc1, are closer to the
correct value. The inversions on the filtered data sets for the
other sources are performed again holding the modified en-
vironments fixed, and the resulting source locations and tra-
jectories are shown in Fig. 13�b� for environment B1 and
Fig. 14�b� for C1. The source depths are listed in Table III

under B1 and C1.
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The source locations and trajectories produced when the
modified environments are used are very similar to those
obtained using the correct environment. Thus, the overall
invert-and-filter approach to obtaining multiple source loca-
tions and trajectories can be applied in cases where little is
known about the seafloor.

IV. CONCLUSIONS

The iterative invert-and-filter technique has been tested
on several synthetic cases to locate and track multiple, con-
current targets in both known and uncertain shallow ocean
environments. The inherently single-source, SDRC inversion
algorithm successfully identifies the bearing of the strongest
source when applied to simulated, broadband, HLA data.

When a passband filter designed about the identified
bearing is applied to the data, the resulting filtered data are
processed in a SDRC inversion to obtain good estimates for
the source range, course angle, speed, and source depth with
two exceptions. �1� Incorrect range estimates are often found
for source speeds less than 1 m/s using the the cost function

TABLE IV. Environment used to generate the simulated data set in Sec. III
is given in the column labeled “True.” The last two columns contain the
bounds on the nine environmental parameters varied in the inversions in
Sec. III D. The ratio of the sound speed across interface i is labeled as rci;
gci is the gradient of the sound speed in layer i.

Parameters True Min Max

hw �m� 115.3 112 118
h1 �m� 27.1 25 50

�1 �g/cm3� 1.54 1.0 2.5
rc1 1.038 0.98 1.30

gc1 �1/s� 2.103 0 5
c1 �m/s� 1516
c2 �m/s� 1573

	1 �dB/m/kHz� 0.15 0.0 0.5
�hsp �g/cm3� 1.85 1.5 2.5

rchsp 1.113 1.0 1.5
chsp �m/s� 1751

	hsp �dB/m/kHz� 0.2 0.05 0.8

TABLE V. Two test environments, B and C, used in Figs. 13�a� and 14�a�,
respectively. Two modified environments, B1 and C1, obtained by a SDRC
inversion on a loud source, that are used for Figs. 13�b� and 14�b�, respec-
tively.

Parameters B C B1 C1

hw �m� 115 115 117.5 114
h1 �m� 25 30 33 23

�1 �g/cm3� 1.4 1.7 1.86 1.34
rc1 0.99 1.13 1.023 1.035

gc1 �1/s� 2 2.8 3.03 4.65
c1 �m/s� 1450 1650 1493 1511
c2 �m/s� 1500 1735 1595 1617

	1 �dB/m/kHz� 0.1 0.16 0.24 0.23
�hsp �g/cm3� 1.67 2.0 1.58 2.13

rchsp 1.117 1.110 1.218 1.11
chsp �m/s� 1675 1925 1942 1970

	hsp �dB/m/kHz� 0.18 0.22 0.31 0.18
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specified in Eq. �1�, which includes a summation over time
sequences. �2� It is difficult to obtain accurate estimates for
shallow source depths, i.e., less than 10 m.

Stop band or notch filters are also designed about the
identified bearing and applied to the data effectively remov-
ing the sound originating from that angular sector. A SDRC
inversion on this filtered data yields the bearing of the next
loudest source. Additional applications of filters and inver-

FIG. 13. Comparison of source locations obtained using correct environ-
ment �closed triangles, the same as in Fig. 12� in �a� to those found with
environment B �open diamonds� and in �b� to those found using the modi-
fied environment B1 �open squares� obtained from a loud source.

FIG. 14. Similar to Fig. 13 except environment C is used in �a� and modified

environment C1 is used in �b�.
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sions reveal additional source bearings. If the notch filter is
not sufficiently large, the inversion may converge on a main
sidelobe of a source that has been previously identified. In
such cases, the subsequent inversion on the pass-filtered data
converges to the same location as a previous source indicat-
ing a duplication of source bearing. While it is possible for a
source to be too quiet to be detected or for it to be masked by
sidelobes or interference patterns remaining after other
sources are removed by the filters, in most cases, many
sources can be accurately localized with the invert-and-filter
technique.

The performance of the invert-and-filter scheme in the
presence of environmental mismatch has been investigated.
Incorrect environmental information does not impede the
bearing-identification and source-removal procedure. In
cases of large environmental mismatch, the estimates of
source range and depth can be improved when a modified
environment, obtained from an inversion based on filtered
data corresponding to a loud source, is used.

It is possible that filters based on the environment, in-
stead of on the plane-wave assumption, might improve the
effectiveness of the notch filter.25 However, the sensitivity of
such filters to environmental mismatch could be substantial
and needs to be investigated.
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