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An adaptive control system has been developed that may be used for active noise and vibration 
control problems involving one-dimensional propagation. Based on the least-mean-squares 
(LMS) algorithm, the adaptive controller performs both system identification and control in 
real time, without the need for a priori measurements of the system. Since the controller is 
adaptive in nature, it is possible to track changes in the system while maintaining optimal 
control. In the present application, the adaptive control system was applied to the problem of 
minimizing the force transmitted through a two-stage vibration isolation mount. The control 
system was implemented in real time using a Motorola DSP56000ADS signal-processing board 
and applied on a physical vibration isolation mount. For periodic excitations, the adaptive 
controller was capable of providing 30- to 40-dB attenuation of the transmitted vibration. For 
broadband excitation, some limitations exist, but the controller was still capable of providing 
about 20-dB attenuation over the lower frequency range. The controller also demonstrated the 
ability to track changing system parameters to maintain optimal control of the system. 

PACS numbers: 43.40.Vn 

INTRODUCTION 

There are numerous practical applications where it is 
desired to isolate a vibrating structure from surrounding 
structures, as a means of minimizing the vibration which is 
transmitted away from the vibrating structure. In the case of 
vibrating engines, generators, and other such structures, vi- 
bration isolation mounts have typically been used to isolate 
the structure from the foundation on which it is mounted. 

Various types of isolation mounts have been devised to 
achieve particular frequency response characteristics. How- 
ever, one feature common with all of these passive mounting 
schemes is that the transmissibility associated with the 
mount is significantly higher in the low-frequency region 
than in the high-frequency region. 

in recent years, active control has been investigated as a 
possible solution to attain greater transmission loss in the 
low-frequency region of isolation mounts. 1-3 Active control 
involves the application of "secondary" forces to the system 
to cancel (or reduce) the forces generated by the "primary" 
source. Since this technique involves superposition of forces, 
active control tends to be most effective at lower frequencies, 
where the amplitude and phase of the interacting forces can 
be accurately matched with minimal error. Given that active 
control is most effective at lower frequencies, one solution to 
the isolation problem would be to combine an active force 
controller with a passive mounting system. Such an ap- 
proach would provide good attenuation in both the low- and 
high-frequency regions. 

Typically, active controllers have been developed based 
on a model of the system (structure) to be controlled. 4-7 As 
such, they will provide optimal control as long as the model 
accurately represents the system. However, if the model is 
inaccurate, or if the parameters of the system change, the 
active controller may result in suboptimal control. Particu- 
larly for complex structures, it may be a significant task to 

obtain a sufficiently accurate model of the system to develop 
the optimal controller, and the model is only good as long as 
the system parameters do not change. 

Adaptive control provides an attractive means of imple- 
menting active control. Since the control algorithm is adap- 
tive, it is not as critical to have an accurate model of the 
system to be controlled. The adaptive controller will learn 
the characteristics of the system and converge to the optimal 
controller for the current parameters and control filter struc- 
ture. In addition, if the parameters of the system change in 
real time, the adaptive controller has the ability to track 
those changes. 

Adaptive control has been applied to a number of prob- 
lems involving the reduction of air-borne noise. Many of the 
successful applications to date have involved the redaction 
of noise in ducts. 8-]ø This problem involves one-dimensional 
wave propagation and represents a simpler system to be con- 
trolled than the more general case of three-dimensional 
propagation. Recently, work has also been progressing on 
the three-dimensional propagation problem. ll'12 

The adaptive algorithms that have been developed for 
control applications can be grouped into two general catego- 
ries: least-squares algorithms and steepest-descent-type al- 
gorithms. The most popular algorithm that has been used for 
adaptive noise and vibration control is a steepest-descent- 
type algorithm, referred to as the least-mean-squares 
(LMS) algorithm. The LMS algorithm was developed by 
Widrow eta/. 13-15 for use in signal-processing applications 
and is noted for its simplicity in implementation. 

This paper reports the development of an adaptive vi- 
bration controller, briefly reported previously, 16 which is 
based on the LMS algorithm. The controller has been ap- 
plied to a two-stage vibration isolation mount. This structure 
involves one-dimensional motion and represents the struc- 
tural analog of the duct problem mentioned previously. For 
the adaptive controller to converge properly, it is necessary 
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to know the transfer function between the controller and the 

"error" signal. The error signal provides information re- 
garding the effectiveness of the controller. The determina- 
tion of this transfer function is referred to as "system identi- 
fication." The adaptive controller described here performs 
system identification and control simultaneously in real time 
to provide optimal control of the system. 

I. DEVELOPMENT OF THE ALGORITHM 

For an adaptive controller based on the LMS algorithm, 
the control signal is obtained as the convolution of the input 
data to the controller with the control filter coefficients. 

Thus the control signal y(t) can be written as 
I--1 

y( t) = • wi ( t)x( t -- i), ( 1 ) 
i=O 

where x(t) is the input data sequence, and wi (t) represents 
the LMS filter coefficients, which may be time varying. The 
control signaly(t) is applied to the system via some "second- 
ary" control actuator in an attempt to achieve some desired 
response from the system. (In the context of this paper, the 
system consists of the two-stage vibration isolation mount, 
and the desired response is zero transmitted force. ) The dif- 
ference between the measured response and the desired re- 
sponse represents a measure of the error in controlling the 
system, and can be used to adapt the controller to achieve 
optimal control, as will be shown shortly. Thus the task of 
the controller is to determine the filter coefficients w i (t) that 
will give the optimal control sequence y (t), which minimizes 
the error. 

In the context of adaptive noise or vibration control, a 
transfer function exists that relates the control filter output 
y (t) to the response of the system to that control at the error 
sensor. This is shown schematically in Fig. 1, with H repre- 
senting this transfer function. For the problem considered 
here, this transfer function represents the D/A convertor, 
the control actuator, the system between the control actu- 
ator and error sensor, and the error sensor. The approach 
developed in this paper uses the assumption that this transfer 
function can be sufficiently accurately modeled by a finite- 
impulse-response (FIR) filter. Using this assumption, the 
response of the system measured by the error sensor can be 
written as 

J-1 

e(t) =d(t)d- • h•(t)y(t-j), (2) 
j=0 

where e(t) is the measured error sensor data sequence, d(t) 

x(t) 

.input signal 

desired signal error signal 

d(t) -I- • e(t) 

/ 
FILTER H 

w(t) 

FIG. 1. Block diagram showing generalized control scheme. 

is the response of the system to the "primary" input and 
represents the signal to be canceled, and the h• (t) represent 
the transfer function from the controller output to the error 
sensor and may be time varying. For proper convergence of 
the controller, it is necessary to know the transfer function 
associated with h• (t). This represents a problem of system 
identification and is an issue that has been addressed by a 
number of researchers. Burgess 17 discussed the need to have 
a knowledge of the transfer function H to ensure proper con- 
vergence. Since then, a number of methods have been devel- 
oped to obtain H. Warnaka et al. 9 developed an off-line ap- 
proach that compensated for H by introducing a secondary 
"compensation" filter in series with H, which was adaptively 
set to equal the inverse of H within a pure delay. Thus the 
overall error path transfer function appears as z - a, where d 
is the delay associated with H. Widrow and Stearns 18 devel- 
oped what is known as the "filtered-x" algorithm, which 
incorporates a fixed model of H into the development of the 
control algorithm. This results in a modified LMS-type 
adaptive algorithm. Eriksson and Allie 19 developed an on- 
line approach that estimates H through use of a random 
noise sequence which is injected into the system. Stability 
issues related to these various approaches have been investi- 
gated by Ren and Kumar. 2ø The approach developed in this 
paper is closely related to the filtered-x algorithm of Widrow 
and Stearns. 

Using Eq. ( 1 ) allows Eq. (2) to be written as 
J--1 I--1 

e(t) =d(t)d- • h•(t) • wi(t-j)x(t-j-i). (3) 
j=O i=0 

The task of the adaptive controller involves both system 
identification and control. The system identification in- 
volves identifying the proper values for the h• (t), while the 
control involves identifying the proper values for the wi (t). 
One or the other, or both of these tasks can be performed off- 
line to develop an active controller. However, the resulting 
controller will only be optimal as long as the parameters 
estimated off-line do not change in real time. Alternatively, 
both of these tasks can be performed adaptivel¾ in real time, 
as will be shown presently. 

A. System identification 

For an LMS-based control system, the signal to be can- 
celed, d (t), is assumed to be correlated with the input signal 
to the controller, x(t). Representing this relationship with 
an FIR filter allows d(t) to be expressed as 

K--1 

d(t) = • ck (t)x(t-- k), (4) 
k=O 

where the coefficients c k (t) represent the transfer function 
from the input x(t) to the response d(t). For the develop- 
ment to follow, it will be convenient to introduce vector no- 
tation. Accordingly, define 

or(t) = [ ho( t)h• ( t) " 'hs_ • ( t)Co( t)c• ( t) ' ' 'CK_ • (t) ], (5) 
•r(t) = [y(t)y( t -- 1 )'' 'y(t -- J d- 1 )x(t) 

ß ..x(t--K d- 1)]. (6) 

These definitions allow the error signal in Eq. (2) to be rep- 
resented as 
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e(t) = Or(t)•(t). (7) 

All of the values in •(t) are available, either as mea- 
sured or calculated data, as is the value of e(t). The only 
values not available are the coefficients in O (t), which are to 
be estimated. Equation (7) is in the form used to develop a 
number of adaptive algorithms for estimating O(t). The 
projection algorithm 2• (also referred to as the normalized 
LMS algorithm) was chosen to provide this estimate in the 
present application. For the •ojection algorithm, the esti- 
mate of the coefficient vector O (t) is updated in a recursive 
manner, according to 

•(t q- 1 ) = •(t) q- a•(t) 
b + •r(t)•(t) 

X [e(t) -- •r(t)•(t)]. (8) 
In this expression, the term • r (t) ß (t) has the effect of 
normalizing the update term by the power of the data se- 
quence. The constant b is chosen to be some small, positive 
value to prevent division by 0, and the value of a controls the 
step size of the algorithm. To ensure convergence, a must 
satisfy 0 < a < 2. Equation (8) is obtained by minimizing the 
cost function given by 

J=«E•[•r(t)--•r(t--1)]2•, (9) 
subject to the constraint 

e(t) = •r (t)•(t). (10) 
Here, E{. • denotes the expectation operate. A geometric 
interpretation is that the present estimate of O (t) consists of 
the orthogonal projection of the previous estimate onto the 
present data space. The solution for O r (t) is not necessarily 
unique, as this property depends on the properties of the 
input data. • However, even if the solution is nonunique, the 
algorithm will converge to a solution that minimizes the dif- 
ference between the measured error signal e(t) and the esti- 
mated error signal •r (t)•(t). This convergence property 
is sufficient for adaptive noise and vibration control applica- 
tions, since the true value of 0 (t) does not necessarily need 
to be known. 

B. LMS control filter 

To determine the algorithm for computing the optimal 
LMS control filter coefficients, it is useful to consider the 
case in which the filter coefficients wi are time invariant. 
This is approximately the case after the filter has converged 
close to its steady-state value. With wi time invariant, the 
approach developed by Elliott et al. 23 can be followed, in 
which Eq. (3) is rearranged as 

I--1 J-I 

e( t) = d( t) q- • W i Z hj ( t)x( t --j -- i). ( 11 ) 
i=0 /=0 

This equation can be simplified by defining 
J-I 

r(t -- i) = • hs (t)x(t - i -j). (12) 
j=O 

The quantity r(t) can be viewed as a filtered version of the 
input signal and, in essence, corresponds to inverting the 
order of the control loop transfer function h i (t) and the 

LMS control filter transfer function wi. Returning to vector 
notation, define 

Wr(t)----[WoW•...w•_• ], (13) 
rr(t)= [r(t)r(t -- 1)' "r(t-- I q- 1)]. (14) 

With these definitions, the error signal can be written as 

e(t) =d(t) q- Wrr(t). (15) 

The LMS algorithm results from minimizing the perfor- 
mance criterion J, given by 

J= E{e2(t)}. (16) 

This minimum can be obtained by taking the gradient of J 
with respect to IV and equating the result to zero. However, 
the expected values required in this process are generally not 
available, and some sort of estimate must be used. The esti- 
mate that LMS-based algorithms use is the gradient of the 
instantaneous squared error. The filter coefficients are up- 
dated recursively, using the negative of the gradient esti- 
mate, with the objective of converging to the optimal solu- 
tion along a path close t,,o the path of steepest descent. 
Denoting the estimate by V w J, and using Eq. (15), 

•wJ= Ve2(t) = 2e(t)r(t). (17) 
The update equation for the LMS control filter coefficients 
can now be written as 

W(t + 1) = W(t) --pe(t)r(t), (18) 

where p is a convergence parameter greater than zero, cho- 
sen to maintain stability. As well, the factor of 2 in Eq. (17) 
has been absorbed into the value forp. It can be shown 24 that 
the algorithm described by Eq. (18) is stable for 
0 <p < 2/,•max, where ')[max is the largest eigenvalue of the 
matrix E[r r (t)r(t)]. In practice, Ama x is generally not 
known. However, a more restrictive convergence region can 
be developed based on the average input signal power, which 
is useful for implementing the algorithm. 25 The resulting 
expression is given by 

0<p < 2/h ,2ma x (I'j2)Rxx (0), (19) 

where Rx• (0) is the average input signal power, and hmax is 
the largest value the h• (t) assume. 

Equations ( 1 ), ( 8 ), (12), and (18) comprise the equa- 
tions that are implemented by the adaptive controller to si- 
multaneously perform system identification and control in 
real time. The form of the control system corresponds to the 
filtered-x LMS algorithm of Widrow and Stearns, '8 the pri- 
mary difference being that the filtered-x LMS algorithm 
does not perform the system identification task. 

II. EXPERIMENTAL APPARATUS 

The control system described in the previous section 
was implemented in real time using the Motorola 
DSP56000ADS signal-processing board, in conjunction 
with the Ariel ADC56000 I/O board. In the present applica- 
tion, the controller was used to provide adaptive vibration 
control for a system consisting of a single two-stage vibration 
isolation mount (Fig. 2). A two-stage isolation mount con- 
sists of a primary mass M• mounted on a spring-mass- 
spring system (k•-M2-k2) to provide isolation from the 
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kl* •V1 

k• 

/////// 

FIG. 2. Two-stage isolation mount with control force actuator attached. 

foundation. (Asterisks denote complex quantities to include 
any losses in the system.) Such a mount is attractive as a 
passive mount, producing a roll-off in transmissibility of 24 
dB/oct in the high-frequency range. 26 The disadvantage of 
such a mount is that it becomes ineffective in the low-fre- 

quency range. There are two resonances associated with the 
two degrees of freedom for the system. At these resonances, 
there is actually an amplification of the force transmissibi- 
lity. As well, even at nonresonance frequencies in the low- 
frequency range, there is little or no attenuation of the trans- 
missibility. By combining an active controller with the 
two-stage mount, it is possible to achieve good attenuation in 
both frequency ranges. 

The objective for the present application is to minimize 
the transmission of forces generated in M1 to the foundation. 
It was decided to provide the active control by means of an 
electrodynamic shaker (Wilcoxon F4) suspended from the 
intermediate mass Me. This provides an inertial control 
force that may be applied to Me without creating a second 
force transmission path. Using this type of control also in- 
creases the degrees of freedom in the system by one. ¾As a 
result, three resonances now exist in the low-frequency re- 
gion, as well as an antiresonance at the resonance frequency 
of the shaker. At this frequency, the shaker behaves as a 
passive dynamic absorber to reduce the transmissibility. The 
setup is shown in Fig. 3. A second shaker is attached to M l to 
excite the system, thereby simulating the generation of 
forces that might occur in practice. The input and error sig- 
nals were obtained by means of PCB 303A11 accelero- 
meters, mounted on M• and Me, respectively. In the present 
application, the acceleration of Me can be used as the error 
signal, since the transmitted force is proportional to the dis- 
placement (and hence the acceleration) of Me for a rigid 
foundation, as assumed here. 

The Plexiglas plates shown in Fig. 3 are used to limit the 
motion to the vertical direction. The plates are flexible, 
thereby presenting a low impedance in the vertical direction 
at low frequencies. However, they are very stiff in the hori- 
zontal direction, thereby minimizing any lateral or rocking 
motion. The springs for the mount consisted of semicircular 

x(t) 

Rubber 

FIG. 3. Schematic diagram of the two-stage isolation mount. 

Excitation 
Shaker 

Plexiglas 
Plates 

Control 
Shaker 

rings, as depicted in Fig. 3. Such rings have been shown to 
have a linear stiffness characteristic for small-amplitude vi- 
bration e7 and were chosen since they support primarily 
bending-wave propagation. The reason this property is de- 
sirable will become apparent in the next section. 

As mentioned, the objective in the control scheme was 
to minimize the force transmitted to the foundation. How- 

ever, since the foundation is assumed rigid in the present 
application, the force at the foundation is proportional to the 
displacement of the secondary mass Me via the spring con- 

. 

stant k e. Thus minimizing the acceleration of Me, obtained 
from the error accelerometer, is equivalent to minimizing 
the transmitted force. Therefore, the signal obtained from 
the error accelerometer can be used as a direct measure of the 

error in controlling the system. 

III. EXPERIMENTAL RESULTS 

The simplest control problem involves the attenuation 
of a single sinusoidal excitation signal. In this case, the con- 
troller only needs to determine the optimal amplitude and 
phase at a single frequency. Figure 4 shows a time history of 
the error signal amplitude for a 50-Hz excitation signal, us- 
ing the controller described previously. For this particular 
example, the convergence time is about 700 ms. It should be 
mentioned that no attempt was made to match the optimal 
filter a priori. In fact, all LMS filter coefficients were initia- 
lized to zero. If an a priori estimate had been used, the con- 
vergence time for the error signal would be reduced signifi- 
cantly. The effectiveness of the controller can be more 
accurately assessed in the frequency domain. Figure 5 shows 
the error signal spectrum for the 50-Hz excitation signal, 
both before and after the controller has been turned on. For 

this case, the controller was able to provide about 39-dB 
attenuation of the error signal. A higher excitation frequen- 
cy is shown in Fig. 6 ( 142.5 Hz), with a resulting attenuation 
of about 40 dB. Throughout the frequency region tested (up 
to 200 Hz), the controller was capable of providing about 
30- to 40-dB attenuation for a sinusoidal excitation. 

The controller is capable of operating on multiple-fre- 
quency components. Figure 7 shows the results for a multi- 
ple-frequency excitation signal, consisting of a 60-Hz sine 
wave and a 95-Hz sine wave. Both frequency components 
were attenuated by about 30 dB. 
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1 

Amplitude 
V 

(4V/g) 

-1 

0 0.8S 

Amplitude 
V 

(4V/g) 

-1 

0.8 1.6S 

FIG. 4. Time history of the error signal--50-Hz excitation signal. (Control 
begins at about 55 ms. ) 

The controller was also tested using a broadband excita- 
tion signal, which consisted of white noise bandlimited to 
frequencies below 200 Hz (Fig. 8 ). The controller effectively 
attenuated the peak around 40 Hz by about 20 dB. However, 
for the peaks at lower and higher frequencies, very little at- 

n•,;..,, • -r•,• lower peak around 9a Hz was tenuation was .•,,,•, e,•.. ,,,. -.. 

not attenuated since the control shaker used was unable to 
generate any significant forces below about 30 Hz. To ex- 
plain the response at higher frequencies, the phase-speed 

14 , , , i , i , , , 

Amplitude 
(10 dS/div) 

-46 ' ' ' 
0 500Hz 

FIG. 6. Error signal spectrum--142.5-Hz excitation signal: without con- 
trol, dashed line (7.2 dB); with control, solid line ( - 32.6 dB). 

Amplitude 
(10dB/div) 

-54 

i 
ii 

Ii 

l! Ii 

i 

500Hz 

FIG. 7. Error signal spectrum--multiple frequency (60 and 95 Hz) excita- 
tion signal: without control, dashed line ( - 11.2 dB,- 17.9 dB)' with 
control, solid line ( - 40.1 dB,- 48.2 dB). 

Amplitude 
(10dB/dlv) 

-54 • ' ' 
0 500Hz 

FIG. 5. Error signal spectrum--50-Hz excitation signal: without control, 
dashed line ( - 3.6 dB). with control, solid line ( - 43.0 dB). 

Amplitude 
(10dB/dlv) 

-7O 

0 200.z 

FIG. 8. Error signal spectrum--random excitation signal: without control, 
dashed line; with control, solid line. 
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characteristics of the system must be considered. For the 
control algorithm to provide effective control, the filtered 
input signal r(t) and the signal to be canceled d(t) must be 
correlated, since the optimal control filter is proportional to 
the expected value of their product [ Eqs. (15) and (16) ]. 
For a random excitation signal, this means that the signal 
from the controller output must propagate to the error sen- 
sor at least as fast as the excitation propagates through the 
isolation mount to the error sensor. The delay through the 
control loop is relatively frequency independent, but the de- 
lay through the mount decreases according to the square 
root of increasing frequency, since the springs were designed 
to support primarily bending waves. Thus there exists a fre- 
quency where the delays through the two paths are equal, 
above which the delay through the mount is less than the 
delay through the control loop, and the two signals begin to 
become decorrelated. For the parameters associated with 
the two-stage mount used, it can be shown that the frequency 
where the two delays are equal is about 110 Hz. 28 This ex- 
plains why there is relatively little attenuation in the 150-Hz 
region. It should be mentioned that this frequency limitation 
does not apply to periodic signals (Fig. 6), since r(t) and 
d (t) remain correlated at all frequencies for periodic signals. 
The implication of this result is that the passive design of the 
system should be,such that all significant resonances lie be- 
low the frequency limit of broadband control if a broadband 
input excitation is anticipated. 

In addition, the controller was tested to determine its 
ability to track changes in the system parameters. The 
mount was designed to allow the mass of M• and M2 to be 
gradually changed. In situations where one of these masses 
was gradually changed (by about 30% over a time frame of 
about 2 s), there was no perceptible change in the controlled 
error signal level. The system was also tested using an "im- 
pulsive" change in the mass. Figure 9 shows the case where 
the mass of M: was doubled. The impulse from introducing 
the mass can be observed, followed by a recovery time of 
about 20-30 ms. 

IV. CONCLUSIONS 

A generalization of the filtered-x LMS algorithm has 
been developed that performs both system identification and 

Amplitude 
V 

(4V/g) 

-0.5 s ß i i i ,,i ,• i J 

TIME 0.8S 

FIG. 9. Error signal waveform corresponding to doubling the mass M2. 
(Uncontrolled amplitude of the error signal was +_ 0.38 V. ) 

active control in real time. For the experimental setup used, 
the controller was very effective in providing active attenu- 
ation of periodic signals. The results for a broadband excita- 
tion indicate a deficiency at higher frequencies, as a result of 
the higher phase speed of propagation through the isolation 

, 

mount. This deficiency would not exist for a system such as 
an air-filled duct and could be minimized for structural vi- 

bration through proper design of the system. The controller 
has proven to be robust with respect to changes in the system 
or changes in the input to the system. 

The control system developed can be generalized to 
multiple-input/multiple-output problems to provide a 
method of achieving active noise or vibration control for 
systems involving multidimensional propagation. 
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