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ABSTRACT

Isotopic Separation and Spectroscopy of Ytterbium-173(3/2) using Laser Cooling

Quinton Dayle McKnight
Department of Physics and Astronomy, BYU

Bachelor of Science

A multi-laser approach is used in which we correct errors in the atomic spectroscopy that
seriously compromised previous measurements by another group [Phys. Rev. A 76, 062505 (2007)].
We report precision measurements of the 173Yb 6s6p 1Po

1 (F
′ = 3/2,7/2) transition frequencies. We

use a frequency comb to determine the laser frequency. Our work completes a set of isotope- and
hyperfine-shift measurements reported in [1], published by our group. The frequency shift between
the 6s6p 1Po

1 (F
′ = 3

2 ,
7
2) levels is 86.29± 0.77 MHz. The uncertainty is dominated by quantum

interference effects in the excitation and decay pathways. Appendix A is a summary of notes made
on an overheating problem encountered in our laboratory, and a copy of both papers on which I was
primary author while completing my undergraduate work included at the end of the thesis.

Keywords: [quantum interference, optical pumping, spectroscopy, optical molasses, laser-induced
fluorescence, ytterbium ]
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Chapter 1

Introduction

1.1 Motivation

In science, incorrect data can be more detrimental than not having any data in the first place. Being

able to trust the validity of scientific journals is integral to that journal’s value, justifying why many

journals use a peer review system to curate their content. Occasionally, however, mistakes slip

through, one such case motivates this research.

The data in question were published by the research group of D. Das and V. Natarajan (DN)

in [2], which reports on the transition frequency of the isotopes of ytterbium (Yb). Our own

measurements, however, varied widely from those reported by DN. In [1], our research group

reports our measurements of all but one of the Yb transition frequencies. In making preliminary

measurements of the remaining transition of Yb, we were confident enough in our own measurements

to believe that this discrepancy warranted further investigation. We started by double-checking the

work of DN to see what they did, and how their methodology differed from our own.

The transition frequency for this difficult to measure transition, the 173Yb 3/2 hyperfine state,

was reported in the work of DN , over three separate papers [2] [3] [4]. DN reported the transition

1



1.2 The Importance of Spectroscopy 2

frequency of the 3/2 hyperfine state of 173Yb using two separate fitting attempts, confirming said

fits by measuring it manually. A recreation of their fitting method is shown in Fig. 1.1(a). The

importance of Fig. 1.1(b) will be discussed later in this paper. As is also shown in this thesis,

however, there were errors in both their methodology and their data analysis.

1.2 The Importance of Spectroscopy

Mapping the transition spectrum of atoms and their isotopes allows physicists to reliably deter-

mine the isotopes in a sample quickly and easily. Atoms always tend toward their lowest energy

configuration. Due to aspects unique to each element and isotope, the lowest energy configuration

differs, as do the possible excited states. Each little difference in these energy configurations mean

that when an isotope is excited by absorbing enough energy, the resulting fluorescence as the atom

returns to its ground state has a different wavelength than other transitions, resulting in emission

spectra. Similarly, these differences in atomic structure also mean that different isotopes absorb

certain wavelengths of light, resulting in the absorption spectra. The frequencies associated with

these wavelengths are referred to as atomic transition frequencies, sometimes also known as atomic

frequencies or transition frequencies.

By using a photomultiplier tube (PMT) to detect the light fluorescing from an atomic sample we

are able to measure the fluoresced light. As we vary the optical frequency of a laser passing through

the sample, or scan the laser frequency, we measure which wavelengths of light are absorbed by

the isotopes within the atomic sample from the intensity of the fluoresced light. By compiling

data points of the measured fluorescence as this fluorescence beam is scanned across a frequency

range, we are able to determine the frequencies absorbed by different isotopes. When combined

with our knowledge of allowed transitions in each isotope, these fluorescence measurements can

tell us which isotopes correspond to each fluorescence peak in the measurement, as well as which
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Figure 1.1 The 173Yb-3/2 peak extraction reported by DN in their first two papers, recre-
ated by our research group. By applying pseudo-random noise to a computer-generated
double peak of 172Yb and the 7/2 hyperfine state of 173Yb, we are able to demonstrate the
fallibility of peak extraction. The problems with this method will be discussed in Section
1.3. (a) The general method used by DN is shown. By fixing the location of the "b" and
"c" peaks, the "a" peak can be extracted. The residuals of the pseudo-random noise are
shown below the main plot. (b) The extracted location of the "a" peak, shown as a function
of variation in the location of the "b" peak. Taken with permission from [5]
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hyperfine state (when applicable) occurs in that transition.

This information is valuable in almost any application requiring optical manipulation of atoms.

One such application is identifying the proper frequency at which to trap atoms to attain the

maximum possible number of atoms trapped, such as when using one of the magneto-optical traps

in our laboratory. When the frequency needed to excite specific transitions is not known or is

inaccurately known, there can be difficulties in finding and trapping atoms.

Our lab is capable of precision spectroscopy through a number of technological advantages

we have over many other spectroscopy labs. One such advantage, known as an optical frequency

comb, allows us to lock our lasers to precise frequencies, giving us more reliability in laser

frequency measurements. The optical frequency comb, which earned John Hall and Theodore

Hänsch half of the Nobel Prize in physics in 2005 [6], makes it possible to measure laser frequencies

directly, allowing us to achieve precision of ten significant figures [7]. Our laboratory’s previous

measurements of the Yb atomic transition frequencies are shown in Fig. 1.2. It is important to note

that 174Yb is used as the center point, being the most abundant isotope and therefore the strongest

signal. The absolute frequency of 174Yb being

f0 = 751526533.49(33) (1.1)

MHz. Because the difference between each isotope and hyperfine state would be six digits into

an absolute frequency measurement, it is easier to show these differences as relative to the 174Yb

absolute measurement

1.3 Difficulties In Identifying Peaks

Often, identifying specific peaks from fluorescence scan data can be done quite reliably, but in the

case of Yb, there are some complications around the lines of 172Yb and the 3/2 and 7/2 hyperfine

states of 173Yb. In Fig. 1.2 it can be seen that the 3/2 hyperfine state of 173Yb is blended with the
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Figure 1.2 The different isotopes and hyperfine states of ytterbium as they appear accord-
ing to frequency of light used to scan. Taken with permission from [1]

peak of 172Yb, such that the 3/2 hyperfine state cannot be differentiated. In the first two papers

produced by DN on this subject, they used measurements of the transition frequency of 172Yb and

the 3/2 and 7/2 hyperfine states of 173Yb for their data analysis. As shown in Fig. 1.1(a), By fixing

the frequencies of the "b" and "c" peaks in their fit, they are able to use a fitting algorithm to find

the location of the 3/2 hyperfine state at "a". This methodology can be called into question. If the

frequency of the "b" peak is varied, the difference between the "a" and "c" peak can vary greatly, as

is shown in Fig. 1.2(b). This shows the necessity of a more direct measurement of the 3/2 hyperfine

state using isotopic purification, and that these peak locations cannot be extracted through simple

peak fitting procedures. The process of isotopic purification is discussed in more detail in chapter 2.
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1.4 Optical Pumping Problem

An additional spectroscopic consideration is related to the third paper published by DN on this

specific measurement related to something called optical pumping. Optical pumping is an effect that

occurs when the lower level of a transition has more available sub-levels than the upper level. The

fluorescence beam exciting the atoms determines the change in the magnetic quantum number, ∆m:

∆m = 0 for linearly polarized light, ∆m = 1 for right-hand circularly polarized light, and ∆m =−1

for left-hand circularly polarized light. This in itself wouldn’t be a problem, but when the atoms

decay back down to the ground state, ∆m = 0,±1, regardless of the excitation ∆m.

In the specific case of the upper state of 173Yb, for linearly polarized light, any of the atoms that

go into the ±5/2 sub-levels of the lower state will no longer be excited to the 3/2 hyperfine state.

This unavailability is known as optical pumping. The optical pumping of 173Yb is shown in Fig. 1.4,

where the atoms are always within two transitions of being unreachable. The probability of atoms

in the upper state going to any given lower state is determined by the Clebsch-Gordan coefficients.

The probabilities for 173Yb are given in [8]. In our experiment, we found that the 173Yb atoms

were unable to reach the 3/2 hyperfine state after approximately one microsecond of exposure to

the fluorescence beam at the 3/2 frequency, even though the atoms traveled through the beam in

20−30 microseconds, depending on the velocity of the atoms. The atoms were effectively "blind"

to the laser, and therefore did not give off the fluorescence we needed to measure for a majority

of the time they were exposed to the laser. This problem can be solved by introducing a repumper

beam, which pumps the trapped atoms to the 5/2 hyperfine state, allowing them to decay back to

sub-levels accessible to the 3/2 beam.

Nowhere in the paper by DN is a repumper beam mentioned or shown, leading us to assume

they did not use one. These physical limitations when a repumper is not used calls into question

how they would be able to see the 3/2 hyperfine state at all. Our data, which illustrates the need of

a repumper beam, can be seen in Fig. 3.1.
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F = 5/2 

F’ = 3/2 

-5/2 -3/2 -1/2 1/2 3/2 5/2 

-3/2 -1/2 1/2 3/2 

Figure 1.3 This figure shows the ground state and the 3/2 hyperfine state of 173Yb,
depicting how atoms can stop being able to communicate with the beam used to excite
the atoms to the 3/2 hyperfine state. The solid arrows show the path hypothetically taken,
while the dotted arrows show the other possible decay paths. The red arrow shows that
lower state atoms in ∆m =±5/2 can no longer be excited to the upper state.

1.5 Quantum Interference

Another consideration necessary in spectroscopy is known as quantum interference. Quantum

interference occurs due to multiple quantum pathways being available for the atom to get from

one state to another. Atomic transition frequencies can accurately be modeled as Lorentzian line

shapes. Because of this line shape, atomic transitions can happen near a transition frequency, and

not exclusively at the exact frequency of the peak. Therefore a non-zero probability of atoms using

different atomic transitions to arrive at the same end state exists, even when using a frequency at or

near a specific transition. Multiple available pathways can result in a shift of the perceived location

of the atomic frequency. When the fluorescence beam’s polarization and the angle of the scattered

light relative to the PMT are at a "magic angle," this effect is eliminated, giving us the true transition

frequency [9].
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1.6 Overview

Our measurements, using multiple frequency comb-locked lasers, disagree with DN's measurements,

and we report mistakes made in DN's methodology. Though DN 's reported precision is better, the

fact that they didn’t correct the optical pumping problem means this measurement should not be

possible in the first place, and disregarding quantum interference would add 3 MHz uncertainty on

its own.



Chapter 2

Methods

2.1 DN’s Design

The design used by DN, as depicted in Fig 2 of [2], uses a Yb source, heated to sublimation, creating

an atomic beam [2]. That atomic beam goes through a one dimensional optical molasses, discussed

in Section 2.3, which deflects the 173Yb isotope into a side channel, isotopically separating it

from the rest of the Yb. This allows the measurement of 173Yb free from 172Yb. By performing

spectroscopy on both the main arm and the side arm, the amount of 173Yb in both can also be

measured, as DN reports in Fig 3(c) of [2]. What is concerning is that the deflection percentage

reported by DN should not be possible based on their laser power, their experimental design, and

our findings. The atomic velocities of the sublimated atomic beam are too high to be fully captured

by the optical molasses. As such, the deflection percentage reported by DN is called into question.

This design, while in principle effective, uses one laser and a number of acousto-optical

modulators (AOMs), which could be replaced by using multiple lasers. As we have the lasers

necessary, we forego the AOMs in place of multiple separate lasers, providing numerous advantages.

Our lasers are locked to an optical frequency comb. However, by using multiple lasers, we are able

9
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to freely sweep the frequency of any individual laser while the other lasers stay at their original

frequency. The DN system does not allow for this. This difference allows us greater freedom in our

measurements.

2.2 Our Design

Our final design uses an experimental setup similar to that used by DN in their experiment, with the

addition of a repumper laser and the advantages of multiple lasers locked to an optical frequency

comb, as mentioned above. The repumper beam pumps the atoms into the 5/2 hyperfine state,

allowing an equalization of the ground state magnetic sublevels. The interaction of the repumper

beam and the magnetic sublevels is shown in Fig. 2.1, where the optical pumping into an unavailable

magnetic sublevel and the repumping into available sublevels is shown through the black and blue

lines respectively. The addition of an optical frequency comb into our system allowed us an

advantage on frequency precision. Using this method, the error within our laser frequency is

reduced to 40 kHz (d f /d = 1∗10−10). As shown in Fig. 2.2, as the atomic beam progresses along

the channel, 173Yb is deflected through the upper channel. Once the isotopically pure 173Yb reaches

the end of the tunnel, the repumper makes it possible for the probe beam to incite fluorescence in

the individual hyperfine states of 173Yb.

By measuring the fluorescence from the side arm, we can determine which hyperfine states are

present. This is where the repumper beam becomes necessary, because without it, there will be no

3/2 hyperfine state present in the side arm due to optical pumping. Based on the polarization of the

light used in fluorescence, the ground state 173Yb is sent into different magnetic sub-levels. Without

a repumper beam, optical pumping would mean that before we could even register the presence of

the 3/2 hyperfine state in our measurements, it would already be impossible to send atoms into said

state.
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F = 5/2 

F’ = 3/2 

-5/2 -3/2 -1/2 1/2 3/2 5/2 

-3/2 -1/2 1/2 3/2 

F’ = 5/2 
-5/2 -3/2 -1/2 1/2 3/2 5/2 

F’ = 7/2 
-5/2 -3/2 -1/2 1/2 3/2 5/2 -7/2 7/2 

Figure 2.1 Optical pumping causes all the atoms being excited into the 3/2 hyperfine state
to end up in the m =±5/2 sublevels. Sublevel populations are shown by the thickness of
ground state sublevel lines. When a repumper beam is applied, the sublevel populations
can be redistributed. The black arrows represent optical pumping into the ±5/2 sublevels,
while the blue arrows represent the repumper beam returning the atoms to sublevels
reachable by the fluorescence beam.

Yb Oven 

And  

Vacuum  

 

 

Remaining Yb 

Collimated Yb atomic beam 

172Yb 
399 nm standing wave  

acts as an optical molasses 

173Yb 

Photomultiplier 

tube 

399 nm probe beam 

and repumper beam 

Figure 2.2 Sublimated Yb travels from the left to the right as an atomic beam. While
173Yb is deflected into the upper channel because of the 399 nm standing wave, 172Yb is
deflected the other direction. This results in the upper channel having an isotopically pure
beam of 173Yb.
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2.3 One Dimensional Optical Molasses

By using a retroreflected laser to create a standing wave, we can redirect selected isotopes of atoms

by detuning the laser to act as a one dimensional optical molasses. A one dimensional optical

molasses slows atoms in the direction of the standing wave. The velocity of atoms can be changed

by absorbing momentum from the photons. This only occurs, however, if the photons are of the

right wavelength to be absorbed by the atoms. The correct wavelength changes relative to the

atomic velocity in the direction of the light source due to Doppler shifting. This all means that a

one dimensional optical molasses only influences atoms moving at a specific range of velocities,

catching only a fraction of the atoms in the atomic beam. Because each isotope is influenced by

a different wavelength of light, by carefully selecting our wavelength, adjusting for the velocity-

induced Doppler shift, we are able to slow the 173Yb in the direction perpendicular to our chamber’s

side arm, resulting in the atoms changing direction into the side arm. In our experiment, we slowed

the 7/2 hyperfine state of 173Yb.

The choice of deflection angle is important in this experiment because the smaller the angle,

the more atoms you will capture. If the angle is too small, however, the atoms in the side arm

are not isotopically pure. Keeping the side arm isotopically pure is important, because 172Yb is

sufficiently abundant and its transition frequency is close enough to 173Yb in the 3/2 hyperfine state

that frequency measurements become unreliable if there is any 172Yb present.

The velocity distribution of the atoms is described by

f (v)≈ v3e
−mv2
2kBT , (2.1)

where v is the velocity of the atoms, m is the mass of Yb, kB is the Boltzmann constant and

T is the temperature of the atoms. Our atoms are heated to 500 °C. By choosing a detuning

−∆, measured in MHz, and the angle of the optical molasses measured perpendicular to the

atomic beam, we can calculate the percentage of atoms captured. The equation for the atomic
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Doppler shift, 1
λ

vsin(θ) = ∆, with some rearranging, provides us with the optimal velocity of atoms

deflected by the molasses, vd = λ∆

sin(θ) . vmax = vd + vN is the maximum velocity deflected, where

vc = λνN = (399nm)(28MHz) = 11.172m/s is the centerline of the capture velocity. νN in this

equation is the natural linewidth. Likewise, vmin, the minimum velocity captured, is vd− vN when

positive, or 0. In the regime used here vmin is always zero. All of this allows us to find the ratio of

atoms deflected,

Rd =

∫ vmax
vmin

v3e
−mv2
2kBT dv∫

∞

0 v3e
−mv2
2kBT dv

. (2.2)

We used a detuning of 40 MHz in our experiment, with our lasers locked to 399 nm. Using this

detuning, we are able to capture atoms up to 33.74m/s using a deflection angle of 45°, which

comprises 0.12% of the atoms in the atomic beam. While reducing our deflection angle to 38°would

double our signal, we obtain a strong enough signal from 45°to make a valid measurement.

The angle from which you observe the atoms is also important, because fluorescence of some

isotopes is angle dependent, so observations from other angles do not see anything. This is well

documented in [10], where it is shown that many of the isotopes and hyperfine states of Yb can be

seen most easily when observed from a direction perpendicular to both the atomic beam and the

fluorescence beam. This effect is less prevalent in the hyperfine states of 173Yb, though they are

still present for some hyperfine states. It seems possible to measure 173Yb in the 3/2 hyperfine state

even while 172Yb is present by taking advantage of this, but even though computational models

report that visibility of 172Yb should reach zero, in our experimental design this is not feasible.

Because both our light source and our PMT are not point sources, we collect enough light outside

of the solid angle where 172Yb has no visibility that this is still a problem. The result is that isotopic

separation is still the most viable method in the end.



Chapter 3

Results

3.1 Data

All numerical reports of hyperfine transitions in our data are given relative to the absolute tran-

sition frequency, f0, our research group has measured for 174Yb. This measurement of f0 =

751526533.490.33 MHz, reported in [1], is used as the "zero" in our other measurements. Our

reported measurements of the Yb-173 6s2 1S0− 6s6p 1Po
1 (F ′ = 3/2) and (F ′ = 7/2) transition

frequencies, relative to 174Yb, are

6s2 1S0−6s6p 1Po
1 (F ′ = 3/2) 503.22±0.70 MHz

6s2 1S0−6s6p 1Po
1 (F ′ = 7/2) 589.51±0.33 MHz.

(3.1)

The difference measured between these two hyperfine states is 83.7±0.77 MHz. Our data is

shown in Fig. 3.1, where Fig. 3.1(a) shows the isotopically pure 173Yb, and Fig. 3.1(b) shows

both 173Yb and 172Yb. Additionally, both Fig. 3.1(a) and Fig. 3.1(b) show what is measured with a

repumper beam, in blue, and without, in black. When taking these factors into account, it is clear

both that isotopic purification is necessary in these measurements, and that without a repumper

beam the 173Yb 3/2 hyperfine transition is impossible to measure with this configuration.

14



3.1 Data 15

Figure 3.1 This figure illustrates the difference between scanning with the fluorescence
laser with and without a repumper beam. As can be seen in (a), in the presence of a
repumper beam the F ′ = 3/2 peak is clearly visible, while without the repumper it is not
visible. In (b) the importance of isotopic purification in measuring F ′ = 3/2 is clearly
shown. Taken with permission from [5]
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3.2 Analysis of Data

These transition frequencies are not easily compared to the measurements reported by other groups

because instead of reporting frequency most other groups report using the hyperfine constants of

the Hamiltonian originally introduced in [11]. This Hamiltonian is

WF =
1
2

hAK +hB
3
2K(K +1)−2I(I +1)J(J+1)

2I(2I−1)2J(2J−1)
(3.2)

, where K = F(F +1)− I(I +1)− J(J+1). This gives a solution that can be used to solve for the

hyperfine constants A and B using our experimental measurements.

In Table 3.1, our measurements are compared to that of other groups using these hyperfine

constants. Papers [2], [4], and [3] are the three published by DN and their research group, with

the [2] and [4] especially having unrealistically low reported error based on the problems in their

methodology mentioned prior. Additionally, [12] uses the same measurement techniques as DN,

resulting in similar errors in their measurements.

3.3 Error Analysis

We can attribute errors in our data to two primary categories, those errors pertaining to atomic

spectroscopy and those pertaining to laser metrology. Of those two, the errors related to atomic

spectroscopy dominate, with one of the primary sources of error in that category being quantum

interference. As for laser metrology errors, one of our research group’s previous papers [1] carefully

categorizes statistical errors, frequency comb errors and cell shift errors.

As discussed in Section 1, the quantum interference errors are quite complicated. Failing dealing

with them properly would add an error of ±3 MHz to our results. Because we aligned our system

so that the scattering angle would be θs = 0, the fluorescence beam polarization, or "magic angle",

that would eliminate quantum interference is θp = 53.7°. The graph shown in Fig. 3.2 shows our
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measurements of the quantum interference as the polarization beam angle is varied. As the angle

is changed from the mathematically correct "magic angle" the perceived transition frequency also

changes.

The errors related to laser metrology, all combined, result in the uncertainty of 40 kHz attributed

earlier to the optical frequency comb.

3.4 Conclusion

We are confident in our measurements and have found sufficient evidence to conclude that our

measurements of the 6s2 1S0(F = 5
2)− 6s6p 1Po

1 (F
′ = 3

2 ,
7
2) transition frequencies in 173Yb are

the most reliable currently available. The numbers reported by DN are incorrect, and the error

Table 3.1 Our measurements as compared to similar measurements of the same atomic
transition. The year of each paper’s publishing is shown in column 2, while columns 3 and
4 show the values measured for the hyperfine constants. Taken with permission from [5]

Method year A173 (MHz) B173 (MHz)

Our measurements [5] 2017 59.52±0.20 601.87±0.49

beam [12] 2010 57.9±0.2 608.4±0.8

molasses [2] 2007 57.693±0.006 609.028±0.056

beam [4] 2005 57.682±0.029 609.065±0.098

beam [3] 2003 57.91±0.12 610.47±0.84

beam [13] 2002 57.7±0.9 602.1±1.1

level crossing [14] 1985 58.1±0.3 588±2

level crossing [15] 1976 58.45±0.80 589.6±13.0

level crossing [16] 1969 56.9±0.50 575±7
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Figure 3.2 Due to many possible pathways in atomic transitions and the broad nature of
transition peaks, the perceived frequency of transition peaks can shift based on the viewing
angle relative to the angle of fluoresence beam polarization. This effect is eliminated at a
polarization of 53.7°. Taken with permission from [8]
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bounds are not to be believed. DN did not correctly account for optical pumping and quantum

interference, among other effects, resulting in their reported values being unreliable. Our accounting

for these effects, and the added precision available due to advantages in our laser system make our

measurements more reliable.



Appendix A

Laboratory Thermal Issues Notes and

Publications

A.1 Summary

This section is to sum up my efforts over the last few months in the lab, in case the lab starts

overheating again in the future. This can be a major issue because thermal variation in the lab

causes the laser locks to become unstable. I have worked with John Ellsworth and Dr. Bergeson

to test a number of solutions, and at the time of me writing this the problem seems to be solved.

Nonetheless, it is always worth keeping notes in case problems need to be revisited.

The first step we took to solve the thermal issues is to contact Facility Management, having them

increase the air flow in the lab. They also adjusted the air-flow louvers, working to optimize the

cooling in the front of the lab (closer to the entrance doors) more than the back, because a majority

of our laser locks are in the front and the major heat sources are in the back. While waiting for

Facilities to come, I also removed the vent covers throughout the lab to allow for better conductance.

The second step in solving this problem is identifying that a large amount of the heat in the

20
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lab is due to the pulse lasers and the dye laser pumps. All of these are currently under the back

two optics tables in the lab. Prior to dealing with this problem we had a wooden sound-damping

enclosure around one of the tables, but we had the machine shop make an enclosure for the other

table as well. These enclosures are open toward the back of the lab, ensuring that the heat has a

chance to be vented out from the back of the room before it makes its way forward.

The third step, which we have researched but deemed currently unnecessary, is to install air-

to-water heat exchangers under each of the wooden enclosures, to get rid of as much heat coming

from those tables as possible through water which then gets pumped out of the room. At the time of

writing this John Ellsworth is currently working to see about getting colder water pumped to our lab

to be used with these heat exchangers.

A.2 Heat Exchangers

The heat exchanger we settled on as being the best for our needs is the ChillX Zephaire 12.5k-50k

BTU Modine Style Air-To-Water Heat Exchanger, currently found at this URL: http://chillxchillers.com/air-

to-water-heat-exchangers/zephaire-high-speed-air-to-water-heat-exchangers?sku=ZAU0120500ZA-

B . While we debated on a number of heat exchangers, this one seemed to be the simplest to

implement, the most effective overall, and the cheapest. All in all, a win. All we would have to do

to make these heat exchangers work is to install a water line to them from the chilled water supply,

and put one exchanger under each of the back tables, inside the wooden enclosures. It could be

helpful to try attaching the heat exchanger directly to the pulse laser power supplies, since that is

where a majority of the heat is produced.

In the end, I calculated that when all heat sources under each of the back tables are accounted

for, the total heat per table, as a high estimate, is less than 2000 W. A majority of this, as mentioned

above, is produced by the Surelite III-10 power supplies, which draw 5.5 A at 208 V. Due to the
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nature of how lasers work, a majority of this energy is released as heat, resulting in nearly 1200

W of power from each power supply. I honestly hope this problem never resurfaces, but if it does,

hopefully these notes can be of use.

A.3 Publications

Included here are the two publications published in our lab in which I was primary author.
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We present measurements of the hyperfine splitting in the 173Yb 6s6p 1P o
1(F ′ = 3/2,7/2) states that disagree

significantly with those measured previously by Das and Natarajan [Phys. Rev. A 76, 062505 (2007)]. We point
out inconsistencies in their measurements and suggest that their error is due to optical pumping and improper
determination of the atomic line center. Our measurements are made using an optical frequency comb. We use
an optical pumping scheme to improve the signal-to-background ratio for the F ′ = 3/2 component.

DOI: 10.1103/PhysRevA.97.016501

I. INTRODUCTION

Measurements of isotope shifts are important for bench-
marking atomic structure calculations [1]. They can help
address questions of nucleosynthesis in the early universe [2],
parity nonconservation [3–5], measuring the charge distribu-
tion in the nucleus [6], and constraining the search for new
physics beyond the standard model [7]. It is critically impor-
tant, therefore, that the quality of isotope shift measurements is
verified and that systematic errors are properly identified and
controlled. In the case of Yb, calculations can be extremely
difficult because of significant configuration interaction in the
complicated level structure [8].

Ten years ago, Das and Natarajan (DN) published what
appeared to be definitive measurements of the hyperfine split-
ting in the 173Yb 6s6p 1P o

1(F ′ = 3/2) and (F ′ = 7/2) levels
[9]. They used laser spectroscopy on the 6s2 1S0 − 6s6p 1P o

1
transition at 399 nm. In a standard laser-induced fluorescence
experiment using an atomic beam, these measurements are
challenging because the transition in 173Yb to the (F ′ = 3/2)
level is nearly coincident with the resonance transition in
172Yb. To overcome this problem, DN used a one-dimensional
optical molasses to selectively deflect 173Yb atoms into a spa-
tially separated slow atomic beam. They performed standard
laser-induced fluorescence spectroscopy on the now clearly
resolved 173Yb transitions. They reported a frequency splitting
of 72.093 ± 0.036 MHz between the F ′ = 3/2 and F ′ = 7/2
levels. This is an excellent method that appears to be plagued
by spectroscopy and metrology errors. We have repeated their
experiment and measure a frequency splitting at significant
variance with their results.

In this Comment, we will describe measurements made
using two experimental systems. Both use laser-induced flu-
orescence on collimated atomic beams. In one experimental
configuration, we use a fast atomic beam. It is generated by
heating a solid Yb sample to 500 ◦C. The beam passes through
a microcapillary array [10] and is further collimated after
passing through a 12 mm aperture farther downstream. This
configuration is similar to an older measurement by the DN

*scott.bergeson@byu.edu

group [11] and similar to what we used in a publication last year
[12]. In the other experimental configuration, we reproduce
the optical molasses setup of DN to generate a slow (20 m/s)
isotopically pure atomic beam. Our molasses laser beam has
a power of 1.1 W and an intensity of 1.4 W/cm2. Our probe
laser beam is generated using an independent laser. We also use
a fixed-frequency laser beam tuned to the F ′ = 5/2 transition
to address the optical pumping problem, which we describe
below.

II. THE OPTICAL PUMPING PROBLEM

We question the data shown in Fig. 2 of the DN paper. That
figure shows fluorescence measurements from the 173Yb F ′ =
3/2 and F ′ = 7/2 levels in an isotopically pure, slow 173Yb
beam. Their probe laser beam size is 8 mm. The intensity of that
laser beam ranges from about 0.3 to 0.5 times the saturation
intensity. Rate equations show that optical pumping populates
the ground state mF = ±5/2 level after only 1 μs. Because the
atoms spent 80 μs interacting with the laser beam, the F ′ =
3/2 transition should have been completely dark.

We show this in our optical molasses measurements. In
Fig. 1, we show that in a nearly exact repeat of the DN
measurement as they described it, there is no peak from the
F ′ = 3/2 level. The only peak that is visible is from the
F ′ = 7/2 level.

In our experiment, we address the optical pumping prob-
lem by introducing another laser beam into the interaction
region. This additional laser is tuned to the 6s2 1S0(F = 5/2) −
6s6p 1P o

1(F ′ = 5/2) transition, approximately 840 MHz below
the F ′ = 7/2 transition. This laser scrambles the population in
the lower mF levels. When this laser is present, fluorescence
from the F ′ = 3/2 level can be readily measured, as shown in
Fig. 1.

We also note that the fluorescence levels shown in Fig. 2(c)
of the DN paper appear to be in error. That figure shows
100% deflection of 172Yb in the fast atomic beam. However,
their optical molasses only addresses atoms with velocities
less than 25 m/s. Given that the thermal velocity of their
atoms is vth = (kBT /m)1/2 = 165 m/s, one would expect
only (π/18)1/2(25/165)3 = 0.15% of the 172Yb atoms to be
deflected.
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FIG. 1. Fluorescence measurements from (a) an isotopically pure,
slow 173Yb atomic beam and (b) a fast thermal beam. Without the
repumper laser tuned to the F ′ = 5/2 transition (black circles),
fluorescence from the F ′ = 3/2 level is completely absent. The
repumper laser makes fluorescence from the F ′ = 3/2 level easily
visible. The solid lines in this plot are fits to line-shape models
including one, two, or three Lorentzian peaks, as appropriate.

Optical pumping should have made measurement of the
F ′ = 3/2 level impossible in the experiment of DN. It is not
clear how the DN data could have been obtained given the
information in their paper.

III. METROLOGY AND SPECTROSCOPY PROBLEMS

The group of DN has published many atomic transition
frequency measurements over the past several years. As we
pointed out in an earlier publication, their absolute transition
frequencies in Yb [12] and K [13] have been shown to be
in error by ∼500 MHz, in spite of estimated error bars of
tens of kHz. Measurements in Rb [14] and Li [15] deviate
from frequency-comb measurements in the MHz range, again
in spite of estimated error of tens of kHz. In all cases, issues
such as quantum interference in hyperfine spectroscopy [12,16]
have been neglected by them, leading to additional MHz-level
errors.

Recently, the group of DN has acknowledged that their
spectroscopy method has been the likely cause of errors in
isotope shift and hyperfine splitting measurements [17]. In
many of their papers, they dithered their laser by 10 MHz while
monitoring the fluorescence from their atomic samples. They
demodulated the fluorescence signal at the third harmonic of
the dither frequency to obtain a dispersion-shaped error signal.
They locked their lasers to the zero crossing of this error signal.
Any dc-offset errors are mapped directly into a frequency error.
In a recent paper, the group of DN showed that this effect was
the cause of a 4.5 MHz error in the 87Rb 5P1/2 D1 hyperfine
splitting [17].

As for the 2007 DN paper [9], we point out an additional
error in the metrology. The spectra published in Fig. 2(b) of
DN show that the F ′ = 3/2,7/2 splitting is over 80 MHz,
disagreeing with their final result of 72.093 ± 0.036 MHz. This
is readily verified by extracting their data using a program
such as WEBPLOTDIGITIZER and fitting to a two-Lorentzian
line-shape model. DN admit that this spectrum was not the one

FIG. 2. Simulated data for the 172Yb/173Yb complex at 399 nm
showing the critical error made in the analysis of Ref. [11]. (a) The
computer generates a noisy line shape consisting of two partially
resolved Lorentzians with center frequencies at 531 and 589 MHz.
The dots are the simulated data; the solid line is a three-Lorentzian fit.
The middle panel shows the residuals to the fit. In the model, the peak
at 531 MHz is somewhat broader than the peak at 589 MHz. When
the center frequencies for peaks “b” and “c” are fixed, a pseudopeak
“a” appears in the fit. (b) The frequency difference between peak
“c” and the pseudopeak “a” as a function of the “fixed” frequency
for peak “b.” Typical 1σ statistical uncertainties in determining the
center frequency in repeated simulations are in the 0.3 MHz range.
Dividing this by the square root of, say, 25 measurements reduces the
statistical uncertainty in determining the line center to 0.06 MHz.

used to determine the splitting because they used the method
described in the previous paragraph. This was necessary
because their acousto-optic modulators (AOMs) did not have
enough bandwidth to tune across the line profile. Interestingly,
the data in Fig. 2(b) of the 2007 DN paper were obtained by
scanning a separate laser over the line profile; the improved
method used their correction of the 87Rb 5P1/2 D1 hyperfine
splitting [17].

The laser metrology and atomic spectroscopy methods used
by DN are problematic and have been shown in some cases to
be in error. The Yb spectrum published by DN does not agree
with their final result [9]. Their final result does, surprisingly,
match previous measurements from their own group [11,18].
It is to these measurements that we now turn our attention.

IV. PSEUDOPEAKS FROM ERRONEOUS LINE FITTING

In two earlier experiments, the group of DN measured
laser-induced fluorescence from Yb atoms in a fast collimated
atomic beam [11,18]. When the laser was scanned across the
172Yb/173Yb complex at 399 nm, they observed two peaks.
The dominant one they correctly attributed to 172Yb. The
smaller one they correctly attributed to 173Yb (F ′ = 7/2).

016501-2
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When they fit this signal to a two-Lorentzian line-shape model,
they noticed that the 172Yb peak was 1.3 times the width of
the 173Yb (F ′ = 7/2) peak. They hypothesized that this was
due to the presence of the 173Yb (F ′ = 3/2) component at
a somewhat lower frequency. They then analyzed their data
using a line-shape model with three Lorentzians, requiring
the width of all three Lorentzians to be the same. Critically,
they fixed the frequencies of the 172Yb and 173Yb (F ′ = 7/2)
transitions and allowed the frequency of the lesser compo-
nent to be a fit parameter. This artificially forces a peak to
appear.

We show the unsuitability of this fitting procedure using a
computer simulation. We simulate their data analysis by gen-
erating a Lorentzian peak at 531 MHz and a Lorentzian peak
at 589 MHz, the approximate positions of the 172Yb and 173Yb
(F ′ = 7/2) transitions (see Fig. 2). We add pseudorandom
noise with an rms value of 1.5%. The simulated 172Yb peak
has a Lorentzian full width of 39 MHz. The simulated 173Yb
(F ′ = 7/2) peak has a Lorentzian full width of 30 MHz, similar
to what was observed in Ref. [11]. We fit this simulated data
to a three-Lorentzian line-shape model, fixing the frequencies
of the 172Yb and 173Yb (F ′ = 7/2) transitions, and requiring
the widths of all three peaks to be the same.

To show the error in this fitting procedure, we vary the
frequency of the 172Yb peak in the model. This forces a third
peak to appear. In Fig. 2(b), we show the frequency of the
pseudopeak as a function of the frequency of the 172Yb peak
in the model. As can be readily seen, a very good fit can be
obtained with a shift that corresponds to the published data
of Ref. [11] if one carefully chooses the “correct” frequency
for 172Yb. This simulation shows that the analysis used in the
paper of Ref. [11] (and also Refs. [18] and [19]) is completely
unfounded. The fact that the results of DN agree with this
earlier publication in spite of the many concerns listed above
is remarkable and surprising.

V. FREQUENCY-COMB MEASUREMENTS

We now present our measurements of the 173Yb F ′ = 3/2
and F ′ = 7/2 levels. We have measured fluorescence from
these levels in a fast thermal atom beam with the Yb isotopes
in their natural abundances and also using an isotopically
pure beam of slow 173Yb atoms. In both cases, we used a
pump laser beam tuned to the F ′ = 5/2 level to overcome the
optical pumping problem discussed previously. The pump and
probe beams are orthogonally polarized. They are combined
on a polarizing beam-splitter cube before traversing the atomic
beam. The pump and probe beam intensities are less than
1.5 mW/cm2.

In our measurements, these weak probe laser beams cross
a collimated Yb atomic beam at a right angle [12]. We collect
scattered laser photons in a direction orthogonal to both the
laser-propagation direction and the atomic-beam direction.
We offset-lock our probe laser to an optical frequency comb
[20,21]. We have shown that the absolute frequency error in
our experiment is less than 40 kHz [12]. In the fast-beam mea-
surements, the interaction region is enclosed in a single-layer
mu-metal shield to minimize the influence of ambient magnetic
fields on our measurements. In the slow-beam measurements,
the lasers are retroreflected.

FIG. 3. Measurements of the apparent transition frequency for the
F ′ = 7/2 peak as a function of the polarization angle, θL. Quantum
interference in the excitation and decay pathways shifts the peak.
Measurements made at θL = 54.7◦ eliminate this effect.

For convenience, we will define the fluorescence collection
direction as the ẑ axis and measure the laser polarization angle
θL with respect to that axis, as in previous work [12,16].
Because the pump and probe polarizations are orthogonal to
each other, we will only refer to the polarization of the probe
beam. A half-wave plate located before the vacuum chamber
is used to rotate the polarization of both the pump and probe
laser beams. This allows us to assess the influence of quantum
interference on the apparent centers of the transitions [16]. For
some measurements, we use a chopper wheel in the pump beam
and phase-sensitive detection to eliminate background signal,
for example, from the 172Yb isotope.

Quantum interference in the excitation and decay pathways
can shift the frequency of line centers measured in fluorescence
spectroscopy [12,16]. Our measured frequencies of the F ′ =
7/2 level in 173Yb are shown in Fig. 3. As we rotate the laser
polarization angle, we see a 3 MHz shift in the transition
frequency. We see a somewhat larger shift but with opposite
sign in the F ′ = 3/2 transition. The measurements account
for this shift by setting θL = cos−1(3−1/2) = 54.7◦, where the
quantum interference terms vanish.

Based on these frequency-comb measurements, we report
the frequencies of the 173Yb 6s2 1S0 − 6s6p 1P o

1(F ′ = 3/2) and
(F ′ = 7/2) transitions, relative to 174Yb, to be

6s2 1S0 − 6s6p
1
P o

1(F ′ = 3/2) 503.22 ± 0.70 MHz,

6s2 1S0 − 6s6p
1
P o

1(F ′ = 7/2) 589.51 ± 0.33 MHz. (1)

This value of F ′ = 7/2 is consistent with our previous mea-
surement [12], differing by less than one standard deviation.
The frequency splitting between these two hyperfine levels is
86.29 ± 0.77 MHz.

VI. COMPARISON WITH THE LITERATURE

We calculate the hyperfine constants for 173Yb using the
Hamiltonian in Ref. [22] and also the F ′ = 5/2 data from
Ref. [12]. Our values are given in Table I and compared with
values from the literature.
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TABLE I. Reported hyperfine constant values from the literature
for the 173Yb 6s6p 1P o

1 level.

Method Year A173 (MHz) B173 (MHz)

This work 2017 59.52 ± 0.20 601.87 ± 0.49
Beam [19] 2010 57.9 ± 0.2 608.4 ± 0.8
Molasses [9] 2007 57.693 ± 0.006 609.028 ± 0.056
Beam [11] 2005 57.682 ± 0.029 609.065 ± 0.098
Beam [18] 2003 57.91 ± 0.12 610.47 ± 0.84
Beam [23] 2002 57.7 ± 0.9 602.1 ± 1.1
Level crossinga [24] 1985 58.1 ± 0.3 588 ± 2
Level crossing [25] 1976 58.45 ± 0.80 589.6 ± 13.0
Level crossing [26] 1969 56.9 ± 0.50 575 ± 7

aAdditional optical pumping was used in this experiment.

Laser-spectroscopy measurements for 173Yb are reported in
Refs. [9,11,18,19,23]. The group of DN published values with
the smallest error estimates in Table I [9,11,18] and we question
these publications in this comment. The analysis in Ref. [19]
follows the unfortunate analysis of the DN group, which we
have shown in Sec. IV to be prone to significant systematic
error. None of the values in the literature address the quantum
interference in the F ′ = 7/2 level. None of them address the
influence of optical pumping for the F ′ = 3/2 fluorescence

level. In the atomic beam data of Refs. [11,18,19], the F ′ = 3/2
component is invisible.

The laser-spectroscopy measurement of Ref. [23] used
a different approach. They measured fluorescence from an
atomic beam of Yb atoms with the laser polarized at θL = 0 and
θL = 90◦. In the θL = 0 measurement, the fluorescence signal
is dominated by fluorescence from the highly abundant even
isotopes. In the θL = 90◦ fluorescence measurement, the even
isotopes are strongly suppressed compared to the odd isotopes
because of the dipole radiation pattern. The small residual fluo-
rescence from the even isotopes can be subtracted out using an
appropriate scaling of the θL = 0 data. From the hyperfine con-
stants in Ref. [23], we calculate a hyperfine splitting between
the 173Yb F ′ = 7/2 and 3/2 levels to be 75.3 ± 4.0 MHz.
This θL = 0 measurement needs to be corrected for the
quantum interference effect. Our measurements suggest this is
approximately 5 MHz, making their measurement a little over
80 MHz with an uncertainty of 4 MHz. This interval differs
from our measurement by just under two standard deviations.
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H I G H L I G H T S

• A series of publications beginning in 2009 hypothesizes that nuclear decay rates depend on solar activity. If true, this controversial claim points to new physics
outside the standard model. Solar-dependent variations would invalidate the purely exponential decay of radioactive nuclei, potentially requiring modifications
to radiation standards, with important implications for geo- and astrochronology. If nuclear decay rate variations are related to the solar neutrino flux, for
example, measured variations could be used to detect neutrinos or to measure or predict solar flares.

• Since the first papers were published, dozens of published research articles have studied this effect. Some affirm solar-related variations while others refute them.
One key commonality in all pro-variation papers is that the detectors are used in an un-controlled ambient environment. The local temperature and pressure
change with the weather and seasons. Our work is among the few studies in which the ambient environment is tightly controlled. The sealed, temperature-
controlled, low-humidity environment has been nearly un-interrupted and acquiring data for 2.7 years.

• Noisy data, even truly random data, can exhibit small-amplitude periodicities. For example, a Sr/Y data set was published a few years ago. The scientists who
generated the data performed a detailed analysis showing that there was no statistically-significant evidence for solar-related variation. This same data set was
analyzed by a separate group that claimed to find an indication of Solar-correlated variation. In our present work, we show that such small amplitude “positive”
periodicity results can be obtained from pseudo-random noise.

• Finally, we demonstrate how ratio-calibration methods are not as reliable as one might like. Our data illustrates how long-term drifts in both the absolute and
relative detection efficiency can masquerade as “interesting” science if systematic effects are not properly considered.

• Our work confirms a null-variability measurement, competitive with the best measurements produced by national standards labs. It illustrates the limits of
accuracy and sensitivity for these detector types. We suggest that reducing the limit significantly will require perhaps a new generation of detectors.

A R T I C L E I N F O

Keywords:
Nuclear decay rate measurements
Beta decay
Decay rate variability
Nuclear decays
Half-life
Decay constant
Non-exponential decay
Radioactivity

A B S T R A C T

We report nearly continuous beta-decay-rate measurements of Na-22, Cl-36, Co-60, Sr-90, and Cs-137 over a
period of 2.7 years using four Geiger-Müller tubes. We carefully control the ambient pressure and temperature
for the detectors, sources, and electronics in order to minimize environmentally-dependent systematic drifts in
the measurement chains. We show that the amplitudes of an annual oscillation in the decay rates are consistent
with zero to within 0.004%.

1. Introduction

In a series of articles, Pommé et al. argue against the hypothesis that
nuclear decay rates depend on the Earth-Sun distance or on solar ac-
tivity (Pommé et al., 2016, 2017a, 2017b, 2017c, 2018a). These articles
analyzed data spanning several decades in time collected by 14 national
standards laboratories measuring 20 different radioactive isotopes.
Collectively, they set an upper limit of 0.003–0.007% in the amplitude
of annual oscillations in the measured beta decay rates (Pommé et al.,

2017b) and similar limits for alpha and beta+ decay rates. Many other
publications agree with these findings (Bellotti et al., 2018; Borrello
et al., 2018; Bergeson et al., 2017a; Cooper, 2009; Kossert and Nähle,
2015, 2014; Meier and Wieler, 2014; Nähle and Kossert, 2014; Norman
et al., 2009; Schrader, 2016).

Nuclear radiation detectors are known to be influenced by their
operating environment (Bergeson et al., 2017a; Bergeron et al., 2018;
Schrader, 2016; Siegert et al., 1998; Stancil et al., 2017; Ware et al.,
2015), and these systematic variations can masquerade as interesting
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science. For example, a recent publication observed solar-correlated
changes in the measured 222Rn decay rate (Sturrock et al., 2018). That
study used multi-year data from an outdoor monitoring station. When
the study was repeated in a laboratory environment, no oscillations
were observed (Pommé et al., 2018b). The reported decay-rate-varia-
tions appear to be a systematic effect related to the detector tempera-
ture (Pommé et al., 2018b). Similarly, solar-correlated variations were
previously observed in 54Mn (Fischbach et al., 2009), 36Cl (Jenkins
et al., 2012), and other elements. However measurements performed by
us and many others in carefully controlled ambient environments and
using stabilized detectors show no variability at levels well below what
was originally reported (Bellotti et al., 2018; Bergeson et al., 2017a;
Borrello et al., 2018; Kossert and Nähle, 2015, 2014; Nähle and Kossert,
2014; Norman et al., 2009; Pommé et al., 2016; Schrader, 2016).

The search for new science outside the standard model is a staple of
physics research (Safronova et al., 2018). Unresolved questions about
dark matter and dark energy (Spergel et al., 2003; Planck Collaboration
et al., 2014), the proton size (Udem, 2018), the magnetic moment of the
muon (Belyaev et al., 2018; Bauer et al., 2017; Chakraborty et al.,
2018), tensor gravity (García-Bellido and Quirós, 1990; Steinwachs and
van der Wild, 2018), and temporal variations of the fundamental
“constants” (Martins, 2017) inspire studies of axion coupling to normal
matter, primordial black holes, sterile neutrinos, and searches for
higher-dimensional space, to name a few examples. While these studies
are not always successful, they contribute to a growing body of science
and remind us that nature sometimes holds surprises.

Even though the link between solar activity and possible variations
in nuclear beta decay rates has been disproven at the 0.007% level, the
question of the stability of nuclear decay is interesting to consider. In
this paper we report an extension of our previous beta-decay-rate
measurements to a period of 2.7 years. Our data places an upper limit of
0.004% for the amplitude of an annual oscillation in the decay rate,
which appears to be near the limit of accuracy for Geiger-Müller (GM)
beta detectors. We show that counting statistics and long-term detector
drift pose significant systematic errors below this level of precision.

2. Data acquisition

Our experiment is described in previous publications (Bergeson
et al., 2017a; Ware et al., 2015). Five 1-µCi samples (Na-22, Co-60, Sr-
90, Cs-137, and Cl-36) and a blank are mounted in a bismuth-lined
sample holder. A closed-loop feedback-controlled rotation stage se-
quentially rotates the samples into position above four GM tubes, with
an accuracy of ± 10 µm. The samples, rotation stage, detectors, and
associated electronics are placed in a sealed chamber containing dry
nitrogen. The chamber pressure and wall temperature are controlled to
be 93.33 kPa (700 Torr) and °32.2 C ( °90 F).

Plastic apertures in front of each sample limit the GM count rate to
approximately 400 counts per second (cps) when the experiment was
started. Typical background signals are 0.4 cps. Each sample is mea-
sured for a period of 4 h each day. We average the count rate over 14
days to get one data point. The statistical uncertainty in each data point
is expected to be = = ×[(400 counts/s)(14, 400 s/d)(14 d)] 1.1 100.5 4.

The data reported here were acquired between 17 September 2015
and 4 June 2018 (992 days). Because the fractional count rate change
with pressure is 10 Torr4 1, data is discarded when the chamber is
opened and the pressure is uncontrolled, Data is also discarded when
rotation stage positioning errors are reported. One of the four detectors
failed during the experiment, limiting the available data for that de-
tector. Additional information on the detectors and data filtering is
presented in the Appendix A.

3. Data reduction

Our raw count-rate data is corrected for dead time, using

=R t R t
R t

B t( ) ( )
1 ( )

( ),c
m

m
m (1)

where Rm is the measured count rate, Rc is the dead time-corrected
count rate, is the dead time, approximately 200 µs, and Bm is the
measured background level for the detector. The corrected count rates
for our 5 samples are used to generate 10 unique count rate ratios for
each of the 4 detectors. As shown in the Appendix A [Fig. 4(a)], these
count rate ratios do not have exactly the same values at time =t 0.
Furthermore, the count rate ratio data are comprised of different
numbers of days on each detector due to the data filtering mentioned
previously. We normalize the count rate ratios for each detector using
the average of the first 400 days. On a given day, we average the ratio
data using all detectors for which the data is valid. These ratio data are
plotted in Fig. 1(a), (c), and (e).

In the absence of detector errors and source variability, the count
rates should follow simple exponential decay. Although our environ-
mental control eliminates some sources of systematic error related to
detector response variability, the detectors themselves age over time.
Common-mode drift in the detector response can be minimized by
calculating decay rate ratios, although even then artifacts remain
(Towers, 2013). Details and an illustration from our data are given in
the Appendix A. The ratio data are fit to a single exponential decay. The
idealized count rate ratio should be,

=R t
R t

A t( )
( )

exp ,c

c

(1)

(2) (2)

where the superscripts (1) and (2) refer to the elements in the count rate
ratio, A is the count rate ratio at time =t 0, and is the decay rate. We
linearize this in the usual way as

Fig. 1. Normalized averaged count rate ratios. The count rate ratios from each
detector are averaged together as described in the text. In panels (a), (c), and
(e), the circles are the ratio data and the lines represent the exponential best fit
to the data. In panels (b), (d), and (f), the points are the residuals r t( ) calculated
using Eq. (4) and the lines are the detrending function from Eq. (5). The ele-
ments used in the count rate ratios are listed to the right of panels (a), (c), and
(e) as follows. Panels (a) and (b): Na/Co, red; Na/Cs, green; Na/Sr, blue; Na/Cl,
black. Panels (c) and (d): Co/Cs, green; Co/Sr, blue; Co/Cl, black. Panels (e) and
(f): Cs/Sr, green; Cs/Cl, blue; Sr/Cl, black. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this
article.)

Q. McKnight et al. Applied Radiation and Isotopes 142 (2018) 113–119

114



=R t
R t

A tln ( )
( )

ln( ) ,c

c

(1)

(2) (3)

and use Aln( ) and as fit parameters. These fits are plotted with the
count rate ratios in the left-hand panels of Fig. 1. The fitted decay rates
reproduce known rates with an error of typically 0.0006 per year
(Bergeson et al., 2017a).

Residuals to the single-exponential decay fit are calculated as

=r t R t
R t R t

( ) ( )
( )

1
( )

1,c

c

(1)

(2)
fit (4)

where R t( )fit is the least-squares exponential decay fit. These residuals
are shown in the right-hand panels of Fig. 1. Long-term drifts in the
detector response are readily observable (see Appendix A).

To remove residual long-term drift in the ratios, we use a phe-
nomenological drift function,

= + +d t a t bt c( ) exp( ) , (5)

where a, b, c, and are fit parameters. The solid lines shown in panels
(b), (d), and (f) of Fig. 1 show the least-squares-fit detrending functions
for all of the count rate ratios. Using numerical simulations, we verify
that detrending reduces the amplitude of a small annual oscillation by
only 15%. Its influence on higher frequency variations is even less
pronounced. As we discuss in Section 4, this has a negligible effect on
the search for seasonal variation in the decay rate. Relative to the de-
trending function, the average standard deviations of the residuals is

×2.1 10 4. This is near the expected value for the ratio of two mea-
surements, each with a count rate of 400 cps measured 4 h per day and
averaged over 14 days.

4. Analysis

The detrended residuals are calculated as

=r t r t d t( ) ( ) ( ),2 (6)

and are plotted in Fig. 2. Annual or seasonal variations in the nuclear
decay rate, if they exist, should appear in the detrended residuals. The

zero of time corresponds to January 1. The 2.7-year data records are
plotted versus the day of the year. Also shown is a fit to a cosine
function with a 1-year period,

=y t A t( ) cos(2 ), (7)

with A and as free parameters. As can be seen in Fig. 2, the fits are
essentially flat with amplitudes well below the rms noise. For these 10
ratios, the average of the fit amplitude is ×4 10 5, with a standard
deviation of ×2 10 5. The fit amplitudes are plotted in Fig. 3b and
range from ×1.0 10 5 to ×5.7 10 5.

We assess the reliability of the fits in two ways. In the first method,
we generate Gaussian pseudo-random data with an rms width of

×1.5 10 4 for =N 62 data points equally spaced over a 1 year interval
and fit that data to a cosine function using Eq. (7). In 1000 repeated
trials, the average of the fitted amplitude (magnitude) is ×4 10 5, with
a standard deviation of ×2 10 5. This exactly matches the fits to our
real data, suggesting that the fitted amplitudes from the measured data
are consistent with zero.

In the second method, we perform a traditional least-squares fit to a
cosine function. The -squared parameter is calculated using

= y y x1 [ ( )] ,
i

i i
2

2
2

(8)

where y x( )i is calculated using Eq. (7), yi is the detrended residuals in
the count-rate ratio, and i is the standard deviation of the detrended fit
residuals. We generate a grid in the space of A and and calculate 2 at
every point in that grid. Near the region of the minimum, we fit the
surface to a parabola. The uncertainty in the fit parameter is defined to
be the value that increases the value of 2 by 1 (Bevington and
Robinson, 2003). For the Na/Cl ratio, for example, using

= ×1.5 10i
4, the amplitude and phase are = ± ×A (2.8 2.8) 10 5 and

= ±(0.3 1.0) rad. The standard error in the mean of the fit residuals of
the Na/Cl ratio data is ×1.6 10 5. Across the 10 ratios, the standard
error in the mean of the fit residuals is below ×2.0 10 5, with the ex-
ception of the Na/Co data where the standard error is ×3.7 10 5.

Continuing this analysis, we compare the amplitude and phase from
fitting our detrended residuals to Eq. (7) to the results of fitting pseudo-
random noise with similar noise characteristics as our data to Eq. (7).
This comparison is shown in Fig. 3. It is clear that our data show no
indication of an annual oscillation at the level of 0.004%. The ampli-
tudes of the annual oscillations are consistent with zero at this level.
Periodogram analysis searching for oscillations at higher frequencies

Fig. 2. Detrended residuals, r t( )2 , as defined in Eq. (6), for 10 unique beta-
decay-rate ratios. Also shown is a cosine fit with its amplitude and phase. The
entire 2.7 year data set is included in these plots, with the data plotted as a
function of the day of the year. The zero of time is January 1.

Fig. 3. The amplitude and phase obtained by fitting the detrended count-rate
ratios to Eq. (7). (a) We extracted fits from pseudo-random noise with noise
characteristics similar to our measured detrended ratios. Typical “amplitudes”
from this purely Gaussian noise are 0.004%. (b) Fits from our actual data. The
actual data gives similar fit values as the pure noise. The fitted amplitudes are
consistent with zero at the level of 0.004%.
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shows no peaks at 9.43 per year or 12.7 per year in any of the data.
These frequencies correspond to known (Ashie et al., 2004; Desai and
Liu, 2016) and speculated (Sturrock et al., 2013) variations in the solar
neutrino flux (Pommé et al., 2017d).

5. Conclusion

We measure beta-decay rates of Na-22, Cl-36, Co-60, Sr-90, and Cs-
137 using four GM detectors over a period of 2.7 years in a controlled
environment. Common-mode detector drift is reduced using count-rate
ratios for each detector, enabling cross-detector comparison. Long-term
detector drift is further removed using a phenomenological detrending
function. In our data, the amplitude of an annual oscillation in the
decay rate is excluded at the 0.004% level for measured count rate
ratios for all isotopes in the study. Spectral analysis reveals no peaks at
9.43 per year or 12.7 per year in any of the data.

In order to significantly reduce the uncertainty in beta-decay

measurements, significant limitations need to be overcome. Generating
data with better counting statistics would be helpful. However, stan-
dard GM tubes have deadtimes on the order of 200 µs. For a count rate
of 500 cps, the dead-time correction is 10%. A careful analysis might
reduce the uncertainty in the dead-time correction to a few tenths of a
percent. However, artifacts at the 0.001% level and below are likely to
remain, even in ratio measurements. It is possible to make measure-
ments using an array of detectors. This would enable careful cross-
checking of systematic errors. However, as we show in the Appendix A,
detectors age at different rates, leading to changes in both the relative
and absolute quantum yield for beta detection. With appropriate de-
trending, this might be a suitable pathway to better statistics. In some
cases, gamma detection using NaI scintillation detectors can be stable
enough to give null results up to a factor of 10 better than in beta-
particle detectors (Bellotti et al., 2018). Here again, some issues need
attention for high-stability measurements (Bergeson et al., 2017b).

Appendix A

Stabilizing the temperature and pressure for the detectors, samples, and electronics makes variations in the detector gain inherently small
(Bergeson et al., 2017a; Ware et al., 2015). Computing the ratios of count rates using a single detector eliminates common-mode measurement
artifacts, such as geometric factors, path-length differences, and some gain variability, as we show below. However, we also show that some kinds of
detector drifts are not entirely common-mode and do not divide out in the ratio (Towers, 2013).

In Fig. 4(a) we show the deadtime-corrected count rates for the four detectors measuring Na-22. Breaks in the data correspond to detector failure
of detector 2 at day 418, a computer operating system error (detectors 1 and 3, days 585–650), and positioning error (detector 4, days 435–941).

Fig. 4. (a) The deadtime-corrected count rate measurements of Na in each of the four detectors, without averaging. Detector 2 failed at day 418. The closed-loop
feedback control failed for position 6 (detector 4 in this plot) at day 435 and was reset at day 941. The data acquisition system was interrupted from day 585–650 due
to an error in the computer operating system. The experimental chamber was opened to replace detector 2 and the experiment was restarted at day 651. No data is
shown for detector 2 after it failed, for reasons discussed in the text. (b) The average residuals to a single-exponential fit, calculated for each detector and then
averaged together. The data are binned into 14 day intervals for clarity. Notice the 200 day drift back to the equilibrium value after the chamber was serviced at day
650. (c) The count rate ratio for Na divided by Cl, averaged over 14 days. (d) The detrended residuals, calculated using Eq. (6) for the Na/Cl ratio. The detector drift
after day 650 in panel (b) is absent in panel (d).
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Detector drift becomes apparent when the count rates are compared to best-fit single-exponential decay curves, as shown in Fig. 4(b). For this
plot, each of the detectors was fit to an exponential decay curve, and the residuals from Eq. (4) are averaged together. This analysis uses only the Na-
22 count rate data and not a count rate ratio. The residuals data are then binned into 14 day intervals to improve clarity. At the 0.1% level, the
residuals for the first 600 days are small and nearly featureless. However, after the chamber was serviced at day 650, it takes nearly 200 days for the
residuals to drift back to their previous value.

Calculating the ratio followed by detrending using Eqs. (4) and (6) improves the overall data, as shown in panels (c) and (d) of Fig. 4. Here the
Na/Cl count rate ratio is computed for each detector and then averaged together. The data, fit, and detrended residuals from Eq. (6) are plotted. The
200-day-long drift after day 650 is now absent and the detrended residuals display no curvature.

The amount by which detector variation is suppressed in ratio calculations can be readily determined. At a particular time t, the measured count
rates are proportional to the number of radioactive nuclei in our sample, N. To within multiplicative constants, a measurement of sample 1 can be
represented as

D=m N t texp( ) ( ),1 1 1 1 (9)

and a measurement of sample 2 can be represented as

D=m N t texp( ) ( ),2 2 2 2 (10)

where D t( ) is the time-dependent detector response. When the two measurements are separated by a time t , the ratio is
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+ +
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For small values of t , we can write,

D

Dm
m

N
N

t
t

t d
dt

texp( )
exp( )

exp 1 1 .1

2

1 1

2 2

1

2
2

(12)

The fractional variation in the detector response is suppressed by the factor t . In our data analysis, t 20 h. Monotonic variations are further
reduced using our detrending function. However, non-monotonic variation is problematic.

We observe non-monotonic detector variation in our measurements. Detector 2 failed at day 413 and was replaced with a new one at day 650. For
a few hundred days after the new detector is installed, we observe drifts in both the absolute and the relative response of the GM tube to beta
particles of different energy, as shown in Fig. 5. The measurements for Cl-36 are instructive. Because its half life is 302,000 years, we expect the
count rate to be constant during our measurement period. On the old detector, a small but steady increase is visible in Fig. 5(a) prior to day 413. On
the new detector, a short oscillation is observed after day 651 followed by a long slow decay. In Fig. 5(b), we see that the drift in the detector
response is not cancelled when a ratio is calculated. Some of the drift is similar to what is observed in Fig. 4(b). However, sub-percent variation in the
ratio is visible after day 651. The “offset” in the ratio after day 651 is positive for the Cs/Cl ratio. However, for some ratios the shift after day 651 is
sometimes up and sometimes down. It appears to depend on the energy of the detected beta-particle and whether the detected particle is beta-plus or
beta-minus. Detector response variation will need to be more carefully characterized and controlled for high-precision determinations of nuclear
decay rates (Towers, 2013).
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