
 Redistr
Global attenuation of broadband noise fields using energy
density control

Young C. Park and Scott D. Sommerfeldt
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The performance of the energy density control algorithm for controlling a broadband noise is
evaluated in a one-dimensional enclosure. To avoid the noncausality problem of the control filter,
which often happens in a frequency domain optimization, analyses presented in this paper are
undertaken in the time domain. This approach provides the form of the causally constrained optimal
controller. Numerical results are presented to predict the performance of the active noise control
system, and indicate that improved global attenuation of the broadband noise can be achieved by
minimizing the energy density, rather than the squared pressure. It is shown that minimizing the
energy density at a single location yields global attenuation results that are comparable to
minimizing the potential energy. Furthermore, unlike controlling the squared pressure, the energy
density control does not demonstrate any dependence on the error sensor location for this
one-dimensional field. A practical implementation of the energy-based control algorithm is
presented. Results show that the energy density control algorithm can be implemented using the two
sensor technique with a tolerable margin of performance degradation. ©1997 Acoustical Society
of America.@S0001-4966~97!02512-5#

PACS numbers: 43.50.Ki@GAD#
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INTRODUCTION

Controlling the sound field in an enclosure is involved
a number of current problems of interest in active noise c
trol. There are several active noise control algorithms
rived by choosing different cost functions, such as poten
energy, squared pressure, and energy density. Minimiz
the potential energy yields excellent performance in term
global attenuation.1 However, in a practical situation, it i
very difficult to measure the acoustic potential energy,
that a large number of sensors are often used to obtai
approximate measure.2 On the other hand, the active nois
control system designed to minimize the squared pres
has been widely used to control the noise in the enclos
due to the simplicity of the control structure and the e
ciency in computation. However, it has been shown in p
vious studies2–4 that attenuating the acoustic sound press
at a single location in the enclosure often results in a re
tively small region of control, referred to as a localized co
trol effect.

Recently, in an attempt to simplify the control archite
ture, an alternative method for achieving a more global c
trol of the sound field was developed.3–5 This method is
developed based on sensing and minimizing the energy
sity at discrete locations in the enclosure, so that it utiliz
the concept of controlling a local variable observed at a d
crete location to achieve global control. Previous work u
dertaken in enclosures indicates that one can often ach
improved global attenuation of deterministic signals by mi
mizing the acoustic energy density, rather than the squa
pressure.3–5 Also, the method has the advantage of overco
ing the spillover problem that often leads to localized zon
of silence when controlling the measured acoustic pres
in a field. Practical versions of such systems minimizing
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energy density so far have demonstrated substantial and
liable control results in the case of deterministic signa
However, there is also a need to control broadband rand
noise at low frequencies in enclosures.

The objective of this study is to present numerical
sults that compare the global attenuation of broadband n
in a one-dimensional enclosure achieved by minimizing
energy density~which consists of the sum of the potenti
and kinetic energies per unit volume in the sound field!, with
the attenuation achieved by minimizing other acoustic
rameters, such as squared pressure and potential en
Analyses reported here are undertaken in the time doma
a manner that yields the form of the causally constrain
optimal control filter.

A theoretical approach based on a frequency dom
analysis enables one to establish the basic physical lim
tions of active noise control systems. However, this appro
cannot necessarily be applied when controlling a broadb
random noise, since it often yields optimal control solutio
that are noncausal in the time domain,6,7 even though such a
frequency domain approach is entirely satisfactory for de
ministic signals.

Another issue associated with the energy density con
algorithm is that, in practical applications, multiple senso
are required to obtain error energy quantities since the ac
tic velocity as well as the pressure signal should be meas
to implement the algorithm.5 In general, two microphones
will be required to estimate one velocity component. A
though this approach has demonstrated substantial co
results, it is necessary to show that the two-microphone te
nique provides comparable performance to the control s
tem employing the ideal velocity sensor. In considering
practical implementation, the optimal control filter imple
3501(1)/350/10/$10.00 © 1997 Acoustical Society of America
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 Redistr
menting the energy density control algorithm using a tw
microphone sensor is presented in this paper, and its pe
mance is demonstrated via numerical examples.

Frequency domain optimization methods based on
modal model are introduced in Sec. I. Section II prese
noise control filters that are optimized under the causa
constraint, and numerical results to demonstrate the pe
mance of the optimal control filters are presented in Sec.
Also, a two pressure microphone implementation of the
ergy density control is presented in Sec. IV. Section V o
lines the conclusions from this work.

I. FREQUENCY DOMAIN OPTIMIZATION

The optimization of the controller in the frequency d
main is based on the modal model of the sound field in
enclosure.1,8 In this paper, the optimization is done for
one-dimensional enclosure. In addition, one primary sou
and one control source are considered for simplicity.
carry out this optimization, it is assumed that the enclosur
excited by a single frequency noise source. When the sys
is in steady state, the pressure field at the locationx is given
as the sum of a number of modal components,

p~x!5 (
m50

`

~Am1BmQc!Fm~x!. ~1!

Here,m is the mode index, functionsFm(x) correspond to
the eigenfunctions of the enclosure,Qc is the complex con-
trol source strength, and the weightsAm and Bm are the
modal weights associated with the primary field and the s
ondary control field, respectively.

The objective of the optimal control design is to com
pute the source strength,Qc , so as to minimize a chose
performance function. The coefficients of the controller a
optimized by using several different cost functions, such
potential energy, squared pressure, and energy den
These three performance functions can be expressed as3

IPE5
L

4rc2 (
m50

`

uAm1BmQcu2, ~2!

ISP5 (
m50

`

(
n50

`

@Am1BmQc#@An1BnQc#*Fm~x!Fn~x!,

~3!

IED5
1

2rc2 (
m50

`

(
n50

`

@Am1BmQc#

3@An1BnQc#*Fm,n~x!, ~4!

where

Fm,n~x!5Fm~x!Fn~x!1
1

k2
]Fm~x!

]x

]Fn~x!

]x
. ~5!

Here, the subscripts PE, SP, and ED indicate cost funct
corresponding to the potential energy, squared pressure
energy density, respectively. Also,L is the length of the
one-dimensional enclosure,r is the ambient fluid density,c
is the acoustic phase speed,k is the acoustic wave numbe
and* denotes the complex conjugate.
351 J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997
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Although the method corresponding to the potential e
ergy is attractive for analytical work, its experimental impl
mentation is limited by the lack of appropriate sensors
obtain a global measure of the potential energy.2 The ap-
proach most often used in practice is the method correspo
ing to the cost function in Eq.~3!. Since this method involves
the pressure magnitude at discrete locations, it can be e
implemented. However, this approach often produces lo
ized zones of silence instead of the desired global atten
tion. The third approach, corresponding to the cost funct
in Eq. ~4!, also utilizes a local measurement, but the ene
density at a discrete location yields more global informat
than the squared pressure control.

The results of the optimization can be expressed as3

Qc,PE52
(m50

` Bm*Am

(m50
` Bm*Bm

, ~6!

Qc,SP52
(m50

` AmFm~x!

(m50
` BmFm~x!

, ~7!

Qc,ED52
(m50

` (n50
` AmBn*Fm,n~x!

(m50
` (n50

` BmBn*Fm,n~x!
. ~8!

The method of minimizing the potential energy has be
suggested as the optimal theoretical solution,2 since it pro-
vides a global measure of the energy in the enclosure.
model and the optimization routines listed above are imp
mented in a simulation program, and results are presente
Sec. III.

II. TIME DOMAIN OPTIMIZATION

As a result of the frequency domain optimization ov
the whole frequency range, the optimal complex second
source strengths are derived. However, the well-known
advantage of this approach is that it often leads to hig
noncausal impulse response functions in the time dom
Therefore, it is necessary to carry out the optimization in
time domain under the causality constraint to obtain optim
control filters that are causal in time.

A. Minimization of squared pressure

A digital model of the optimal noise control system
schematically illustrated in Fig. 1. A noise signalx(k) is
measured at the location of the noise source with a lo

FIG. 1. A schematic diagram of the optimal noise control system.
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 Redistr
sensor. The same noise signal propagates both acoust
and structurally to the location of the error sensor, at wh
point it is desirable to remove the components due to
noise source. The controller drives the actuator to minim
certain parameters at the location of the error sensor. He
the error sensor measures the combined control actuator
the primary noise outputs as propagated to the error se
location.

In Fig. 1, subscriptsp andv indicate pressure and veloc
ity parameters, respectively. The blocksPp andPv in Fig. 1
represent the transfer functions from the noise source to
acoustic pressure sensor and to the acoustic velocity se
respectively, and the blocksHp andHv denote the transfe
functions from the adaptive filter output to the pressure a
to the velocity sensors, respectively. Letx(k),x(k
21),...,x(k2N), andw0 ,w1 ,...,wN represent reference in
put samples and tap coefficients of theNth-order control
filter implemented in a tapped-delay-line~TDL! structure,
respectively. Also, lethp,m , 0<m<M , denote the weights
of theM th-order finite impulse response~FIR! filter repre-
senting the impulse response from the filter output to
pressure error sensor. The sampled acoustic pressure s
detected by the pressure sensor is then equal to the su
the primary pressure signal,dp(k), due to the primary noise
source, and the control pressure signal due to the outpu
the actuator, so that

ep~k!5dp~k!1 (
n50

N

wn (
m50

M

hp,mx~k2n2m!. ~9!

Here, it was assumed that the filter weights,wn , 0<n<N,
are only slowly varying relative to the timescale of the r
sponse of the system to be controlled.9 To simplify the equa-
tion, let w(k) and r (k) denote the~N11!31 weight vector
and filtered reference input vector, respectively,

w5@w0 w1 ••• wN#T,
~10!

r p~k!5@r p~k! r p~k21! ••• r p~k2N!#T,

whereT denotes the matrix transpose, and the elements o
filtered reference input vector are defined as8

r p~k2n!5 (
m50

M

hp,mx~k2n2m!, 0<n<N. ~11!

With the definitions in Eqs.~10!, the pressure error signa
can be rewritten as

ep~k!5dp~k!1wTr p~k!. ~12!

An optimal weight vector can be obtained by minimizing t
expectation of the square of the pressure error signal w
respect to the weight vectorw. Thus, the optimal controlle
is designed by solving the following quadratic optimizati
problem:

find w minimizing JSP5E$ep
2~k!%. ~13!

The cost functionJSP can be expanded out into a quadra
form:

JSP5E$dp
2~k!%12wTPp~k!1wTRp~k!w, ~14!
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where Rp(k)5E$r p(k)r p
T(k)% and Pp(k)5E$dp(k)r p

T(k)%,
respectively, denote the autocorrelation matrix of the filte
reference input and the cross correlation vector between
primary noise signal and the filtered reference input, ass
ated with the acoustic pressure. Since the cost functionJSP
has a unique minimum point, the gradient can be set to z
to obtain the optimal solution, given by

wo,SP52Rp
21~k!Pp~k!. ~15!

A signal processing problem related to the squared p
sure control is to design an adaptive algorithm to minim
the square of the sensor output, and eventually obtain
optimal control signal by adjusting the weights of the cont
filter. A number of different control algorithms have bee
developed for implementing this active control approa
Those algorithms mostly rely on the filtered-x LM
algorithm9–11 or the recursive LMS algorithm12 due to the
simplicity in implementing the algorithm.

B. Minimization of energy density

The acoustic energy density at the error sensor loca
in the field is expressed as

j5
ep
2~k!

2rc2
1

rev
2~k!

2
, ~16!

where ev(k) is the acoustic particle velocity signal at th
same location where the pressure sensor is placed. T
quantities specify the potential and kinetic energies per u
volume. Similar to the pressure error signal, the velocity
ror signal is also given as the sum of the primary veloc
signal,dv(k), and the control velocity signal, i.e.,

ev~k!5dv~k!1wTr v~k!, ~17!

where

r v~k!5@r v~k!r v~k21!•••r v~k2N!#T ~18!

represents the filtered reference input vector associated
the acoustic velocity, whose elements are defined as

r v~k2n!5 (
m50

M

hv,mx~k2n2m!, 0<n<N. ~19!

Here,hv,m , 0<m<M , denote the weights of theM th-order
FIR filter representing the impulse response from the fi
output to the velocity error sensor. In this case, the design
of the optimal controller is accomplished by minimizing th
expectation of the energy density function, given by E
~16!, with respect to the weight vectorw. The optimization
problem can be formulated as

find w minimizing JED5
E$ep

2~k!%

2rc2
1

rE$ev
2~k!%

2
.

~20!

Using Eqs.~12! and ~17!, the cost functionJED can be ex-
panded out into a quadratic form in the variablew:
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 Redistr
2rc2JED5dp
2~k!1~rc!2dv

2~k!12wT

3@Pp~k!1~rc!2Pv~k!#

1wT@Rp~k!1~rc!2Rv~k!#w. ~21!

For an input noise signal that is a broadband white no
signal, this cost function is a positive definite quadratic fun
tion of the controller weights, so that it has a unique glo
minimum point.5 The derivative of this cost function is ex
pressed as

“~2rc2JED!52@Pp~k!1~rc!2Pv~k!#

12@Rp~k!1~rc!2Rv~k!#w. ~22!

We can set the gradient to zero to obtain the weight vecto
the optimal controller:

wo,ED52@Rp~k!1~rc!2Rv~k!#21

3@Pp~k!1~rc!2Pv~k!#, ~23!

whereRv(k)5E$r v(k)r v
T(k)% andPv(k)5E$dv(k)r v

T(k)% de-
note the autocorrelation matrix of the filtered reference in
and the cross correlation vector between the primary n
signal and the filtered reference input, associated with
acoustic velocity, respectively. Since the energy density
controlled to try to achieve global attenuation of the sou
field, the adaptive algorithm associated with the ene
density-based control will involve two independent error s
nal components: pressure and velocity. An adaptive a
rithm to obtain the optimal weight vector for the energy de
sity control filter was fully developed and tested in Ref.
The algorithm in Ref. 5 was developed based on
filtered-x LMS algorithm, using an approach similar to t
algorithm minimizing the sum of the squared pressure er
provided by multiple error sensors.

C. Minimization of potential energy

In a practical situation, it is very difficult to measure th
acoustic potential energy, defined as the volume integra
the time-averaged acoustic potential energy density. H
ever, to obtain an approximate measure it might be poss
to use a number of acoustic pressure sensors evenly dis
uted over the entire enclosure. When an array of acou
pressure sensors are used to approximate the potential e
in the one-dimensional enclosure, the cost function for
optimization can be expressed as

ĴPE5
1

4rc2
EH (

i50

Ne21

ep
2F S i1 1

2D dxe ,kGdxeJ , ~24!

whereNe represents total number of sensors,dxe is distance
between sensors which is equal to 1/Ne , and
ep[( i1

1
2)dxe ,k] is the output of the pressure error sens

located at (i1 1
2)dxe .

The optimal control filter can be obtained by minimizin
the cost functionĴPE. This cost function is also a quadrat
function of the controller weight vector. Furthermore, it ha
unique global minimum value for the weight vector, so th
the solution forw minimizing the potential energy in th
enclosure estimated using a microphone array can be fo
353 J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997
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by setting the gradient of the functionĴPE to zero. The opti-
mal weight vector of the control filter is given by

ŵo,PE52F (
i50

Ne21

Rp,i~k!G21F (
i50

Ne21

Pp,i~k!G . ~25!

Here,Rp,i(k) andPp,i(k), respectively, represent the aut
correlation matrix and cross correlation vector correspond
to the i th sensor.

III. NUMERICAL RESULTS

The weight vectors of optimal controllers are deriv
from ensemble averageswith the result that one filter opti-
mum is obtained in a probabilistic sense for all realizatio
of the operational environment, assumed to be wide-se
stationary. However, in practical applications a nonadap
and optimum control design involves the use of time av
ages, with the result that the filter depends on the numbe
samples used in the computation. When it is assumed tha
control system is not time varying and there are suffici
input samples available, the optimal controllers are desig
by minimizing time-averaged acoustic parameters, such
squared pressure, energy density, and potential energy
this section, results from computer simulations used to
the performance of the optimal controllers are shown. In
computer simulations, the time average was used to form
cost functions being minimized.

Simulations are conducted for a one-dimensional enc
sure with lengthL55.6 m. The simulation model considere
here is presented in Fig. 2. For convenience the length of
enclosure is normalized to 1.

The model and the optimization process were imp
mented in simulation programs running on a PC. Based
the enclosure configuration, the frequency responses of
primary and control paths associated with the acoustic p
sure and velocity were calculated using the modal mode
the sound field,1,8 with an assumed modal damping coef
cient of 0.05. Impulse response estimates, i.e.,pp , pv , hp ,
andhv , were then computed from the frequency respons
Each path was modeled as a 256-tap FIR digital filter. P
to using the impulse response estimates in the simulatio
comparison was made between the frequency response
the modal model and the 256-tap FIR model to establish
256 taps was sufficient to model the primary and cont
paths to the accuracy required. The broadband noise si
x(k) was taken to be white noise filtered through a bandp
filter with a pass band from 50 to 350 Hz, and the sampl
frequency was set to 1000 Hz. Measurement noises wh

FIG. 2. System configuration considered for the computer simulation
353Y. C. Park and S. D. Sommerfeldt: Global attenuation of noise
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 Redistr
are uncorrelated with the signal were added to the noise
nal. The level of the measurement noise was set at240 dB
below the signal level.

Using the signal model and the impulse response e
mates, 20 000 samples of the primary and the filtered re
ence signals were generated for both the acoustic pressu
well as the velocity. Then, the autocorrelation matric
Rp(k) and Rv(k), and the cross correlation vectorsPp(k)
andPv(k), were estimated using the time average over
entire input samples. Finally, the weight vectors of the op
mal controllers were computed using Eqs.~15!, ~23!, and
~25!.

The global control of the control filter optimized in th
time domain under the causality constraint was measu
with the averaged power spectral density~PSD!. The PSD
was computed in three steps. First, frequency response
the noise and control signal paths were calculated using
256-tap FIR model described above. Residual signals at e
of the discrete locations used were then computed using
FIR models and the noise samples. Finally, the PSD of e
residual signal was computed and averaged using the e
tion given by

S̄~ f !5
1

No
(
i50

No21

SF S i1 1

2D dxo , f G , ~26!

whereNo denotes the total number of observation poin
S(x, f ) is the PSD of the acoustic pressure at positionx, and
dxo is the distance between adjacent observation po
which is equal to 1/No .

In the first configuration, denoted by~a! in Fig. 2, the
primary source is positioned at one end~xp50! and the con-
trol source is placed at the other end~xc51.0!. The error
sensor location (xe) is 0.7. Since the location of the erro
sensor is closer to the controller location than the prim
source location, this configuration constitutes a causal si
tion for the control filter. With this configuration and FIR
control filters having 64 taps, performances of the differ
optimization schemes were evaluated and compared
each other. Throughout the simulations, 50 micropho
evenly distributed along the enclosure were used to estim
the potential energy, i.e.,Ne550, and the same number o
microphones were used to compute the averaged PSD,
No550.

A global measure of the control that results from t
frequency domain optimization is given by the potential e
ergy in the enclosure both before and after the contro
applied. In computing the optimal control strength and
potential energy, the infinite sum in Eqs.~2!, ~6!, ~7!, and~8!
were truncated to include the first 1500 modes. The poten
energy in the enclosure as a function of frequency is sho
in Fig. 3~a!, and the averaged PSD achieved by using
time domain optimization is shown in Fig. 3~b!, also as a
function of frequency. In the figures, results obtained
minimizing the three acoustic parameters of squared p
sure, energy density, and potential energy, are indicated
squared pressure control, energy density control, and po
tial energy control, respectively. From the results in Fig. 3~a!
it can be seen that the minimization of the potential ene
yields the lowest global energy, as is to be expected. H
354 J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997
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ever, minimizing the energy density at the single discrete
location leads to results that are comparable to the result
obtained by minimizing the potential energy. In fact, little
difference can be found between the results indicated by en
ergy density control and potential energy control over the
entire frequency band, so that one curve is almost covered b
another. On the other hand, minimizing the squared pressur
actually increases the global potential energy in the enclo-
sure at some frequencies. Furthermore, minimizing the
squared pressure yields higher potential energy than mini
mizing the energy density as well as the potential energy a
most frequencies.

Similar trends can be observed in the time domain opti-
mization results. It should be remembered that the input sig
nal was bandlimited from 50 to 350 Hz. Thus, the compari-
son between the frequency domain and time domain
optimizations can be made only in that frequency range. As
can be seen from Fig. 3~b!, minimizing the potential energy

FIG. 3. Global measure of noise fields before and after the controller is
applied:~a! frequency domain optimization results,~b! time domain optimi-
zation results~xp50, xc51.0, xe50.7!.
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yields the lowest averaged PSD results, and minimizing t
energy density at a single discrete location provides resu
that are similar to the case of minimizing the potential e
ergy. However, minimizing the squared pressure increa
the PSD level at some frequencies, and shows poor per
mance at most frequencies compared to the case of minim
ing the energy density as well as potential energy. Addition
insight into the control effect achieved with each of the co
trol approaches can be gained by looking at the impulse
sponses of the optimized controllers. Figure 4 shows the i
pulse responses of the FIR optimal controllers. It is clear
indicated in Fig. 4 that the energy density control provide
the control filter with an impulse response which is almo
identical to the one obtained by minimizing the potenti
energy.

In the next simulation, the error sensors were placed
the normalized position of 0.3. Since the error sensor loc
tion is closer to the primary source than the controller, th
configuration would lead to a noncausal controller. Figu
5~a! shows the potential energy in the enclosure using fr
quency domain optimization. The averaged PSD obtained
using the time domain optimization and the correspondi
impulse responses are shown in Figs. 5~b! and 6, respec-
tively. From the results in Fig. 5~a!, it can be seen that mini-
mizing the energy density at a single discrete location lea
to global potential energy results which are comparable
the case of minimizing the potential energy, while the pote
tial energy is again significantly increased by minimizing th
squared pressure at some frequencies.

However, since the configuration being tested can
considered a noncausal situation in terms of the error sen
location, the results in Fig. 5~a! cannot necessarily be used t
predict the performance of the control filter being imple
mented in the time domain. Using the time domain optim
zation technique, on the other hand, one can predict the ex
performance of the control filter since the optimization
undertaken in a manner that satisfies the causality constra
Also, the control results obtained by using the time doma

FIG. 4. Impulse responses of the optimal control filters~xp50, xc51.0,
xe50.7!.
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optimization can differ from the results obtained by using the
frequency-domain approach. As can be seen from Fig. 5, th
case of minimizing the squared pressure demonstrates a d
ference in control results between the frequency-domain op
timization and the time domain optimization. However,
minimizing the squared pressure still increases the PSD lev
els significantly at some frequencies, the 0–100 Hz and 300
450 Hz regions in particular. However, minimizing the en-
ergy density shows the results which are similar to the cas
of minimizing the potential energy. Figure 6 shows the im-
pulse responses of the optimal controllers. It is clearly show
from Fig. 6 that minimizing the energy density provides the
control filter with a consistent impulse response. On the
other hand, the control filter designed to minimize the
squared pressure does not show the same impulse respo
that was obtained in the causal configuration. As a result, th
algorithm yields an inconsistency in the performance as ca
be seen from Figs. 3~b! and 5~b!. These results imply that the

FIG. 5. Global measure of noise fields before and after the controller i
applied:~a! frequency domain optimization results,~b! time domain optimi-
zation results~xp50, xc51.0, xe50.3!.
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performance of the controller designed to minimize the
squared pressure is sensitive to the error sensor locatio
which imposes a limitation on practical implementations o
the algorithm.

For further investigation of the inconsistency problem
which may happen to the control filters in a noncausal situ
ation, impulse responses of the optimal control filters de
signed to minimize the energy density and the squared pre
sure at several error sensor locations are illustrated in Fig.
The control filters were optimized for eachxe , which varies
from 0.25 to 0.75. The energy density control method resul
in consistent control filter weights for the entire range o
error sensor locations considered, while controlling th
squared pressure provides highly inconsistent control filte
for the error sensor locationsxe<0.5, which constitute non-
causal situations. The results in Fig. 7 indicate that the plac

FIG. 6. Impulse responses of the optimal control filters~xp50, xc51.0,
xe50.3!.

FIG. 7. Impulse responses of the control filter optimized with error senso
locations varying from 0.25 to 0.75:~a! energy density control,~b! squared
pressure control~xp50, xc51.0!.
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ment of the error sensor is not a critical issue when usin
energy density control, which is a significant advantage
practical applications.

The performance of the optimization schemes wa
evaluated for a different configuration of the enclosure
which is indicated by~b! in Fig. 2. In this case, the primary
source is located at 0.2 and the controller is placed at 0
The controller position was chosen to avoid the nodal poin
of resonance frequencies of the enclosure, such as 30.6
61.25 Hz, 91.8 Hz, and so on. However, it should be state
that the optimum location for the controller is not the issu
investigated in this study.

Simulations were performed for two different error sen
sor locations: 0.7 and 0.3. Figures 8 and 9 show the resu
obtained with the error sensor located at 0.7. This error se
sor location constitutes the configuration which provides
causal solution. Both the frequency domain optimization a
well as the time domain optimization show results which ar

r

FIG. 8. Global measure of noise fields before and after the controller
applied:~a! frequency domain optimization results,~b! time domain optimi-
zation results~xp50.2, xc50.8, xe50.7!.
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similar to the previous ones obtained with the configuratio
xp50, xc51.0, andxe50.7, i.e., the energy density contro
shows global attenuation results which are better than t
case of minimizing the squared pressure for most frequenc
and comparable to the case of minimizing the potential e
ergy.

Figures 10 and 11 show the results obtained with th
error sensor located at 0.3. Minimizing the squared press
in the time domain produces an impulse response which
different from the one obtained with the configuratio
xp50.2,xc50.8, andxe50.7. It also increases the PSD leve
at most frequencies. The energy density control, on the oth
hand, provides the control filter that is similar to the potenti
energy control. Figure 12 shows impulse responses of t
optimal control filter designed to minimize the energy den
sity and the squared pressure at several error sensor lo
tions. These results again prove that, unlike the method
controlling the squared pressure, the performance of the
ergy density control does not depend on the error sen
location. However, the same is not true for the control sour
location, and, as mentioned earlier, that is not the issue
interest in this paper.

IV. IMPLEMENTATION CONSIDERATIONS FOR
ENERGY DENSITY CONTROL

The implementation of the energy density control algo
rithm requires measurements of the acoustic velocity as w
as the pressure at the error sensor location. The acou
velocity in a one-dimensional enclosure can be obtained u
ing a particle velocity sensor, such as a laser vibrometer
velocity microphone, or using a two-microphone techniqu
which is typically used to measure the acoustic intensity.
this section, the energy density control algorithm is imple
mented in a one-dimensional enclosure, using the tw
microphone technique, and its performance is evaluated.

It is generally assumed that two highly phase-match
microphones are required to obtain energy quantities whe
two-microphone technique is used. However, it has be

FIG. 9. Impulse responses of the optimal control filters~xp50.2, xc50.8,
xe50.7!.
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shown in previous research4,5 that low cost microphones of-
fered by some manufacturers are sufficiently stable so th
two reasonably well phase-matched microphones can b
found without too much difficulty. Also, it should be men-
tioned that since the control system will be sensitive to a
modes associated with the field in the enclosure, small me
surement errors caused by the phase mismatch of the mic
phones are tolerable to maintain the performance desired.
conduct the analysis here, it is assumed that the magnitu
and phase responses of two pressure microphones are exa
matched.

When the two sensor approach is used, the pressure a
velocity in a one-dimensional enclosure are estimated usin
the equations, given by

êp~k!5
ep1~k!1ep2~k!

2
, ~27!

FIG. 10. Global measure of noise fields before and after the controller
applied:~a! frequency domain optimization results,~b! time domain optimi-
zation results~xp50.2, xc50.8, xe50.3!.
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êv~k!52
1

r
JH E

t

ep2~ t !2ep1~ t !

Dx
dtJ , ~28!

where ep1(k) and ep2(k) are the pressure measuremen
from two closely spaced microphones,Dx is the spacing
between them, andJ$.% denotes the continuous-to-discret
time transformation. The integration can be done using
analog integrator. However, more reliable and accurate
sults can be obtained by using a digital integrator. There a
several possible ways of designing the digital integrators. A
example of designing the digital integrator can be found
Ref. 13. Using the digital integrator, the velocity estima
can be expressed in a simple recursive form:

êv~k!5êv~k21!1a@ep2~k!2ep1~k!#exp~21/f s!,
~29!

where a521/(rDx fs) and f s denotes the sampling fre-
quency.

Figure 13 shows the schematic diagram of the ener

FIG. 11. Impulse responses of the optimal control filters~xp50.2, xc50.8,
xe50.3!.
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density control system being implemented using the tw
sensor technique. Outputs of two pressure sensors are use
estimate the acoustic pressure and velocity at the positi
The estimated signals are applied to the control filter. T
control filter is optimized based on the error estimates a
the filtered reference inputs. To compute the filtered refe
ence inputs, denoted byr̂ p(k), and r̂ v(k) in Fig. 13, the
control path between the controller output and error es
mates are copied to the control algorithm. In this case t
control path comprises the error estimation process includ
the digital integrator.

Using the pressure and velocity error estimates, t
weight vector of the optimal controller minimizing the en
ergy density is expressed as

ŵ0,ED52@R̂p~k!1~rc!2R̂v~k!#21

3@P̂p~k!1~rc!2P̂v~k!#, ~30!

FIG. 12. Impulse responses of the control filter optimized with error sens
locations varying from 0.25 to 0.75:~a! energy density control,~b! squared
pressure control~xp50.2, xc50.8!.
FIG. 13. Schematic diagram of the energy density control system implemented using two pressure microphones.
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whereR̂p(k), R̂v(k), P̂p(k), and P̂v(k) are the autocorrela-
tion matrices and cross correlation matrices estimated us
r̂ p(k), r̂ v(k).

Simulations were conducted for the casexp50, xc51.0,
and xe50.7 to evaluate the performance of the two-sens
implementation. Two pressure microphones were space
distance of 5.0 cm~0.009 in the normalized scale!. Figure
14~a! and ~b! shows the averaged PSD and the impulse r
sponse. For comparison purposes, the results obtained
using the energy density control system employing the ide
velocity signal are reproduced in Fig. 14. There are seve
discrepancies in the results. However, overall it can be se
that the two-sensor approach yields performance which
comparable to that of the ideal energy density control. Bas
on these results, it can be concluded that the energy den
control can be implemented using a two sensor techniq
without significant degradation in the performance of th
original algorithm.

FIG. 14. The performance of the energy density control algorithm bei
implemented using the two-microphone technique:~a! averaged PSDs, and
~b! impulse responses~xp50, xc51.0, xe50.7!.
359 J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997

ibution subject to ASA license or copyright; see http://acousticalsociety.org/
ng

r
a

-
by
al
al
en
is
d
ity
e

V. CONCLUSIONS

In this paper the performance of the energy density c
trol method for global attenuation of broadband noise in
one-dimensional enclosure was evaluated. Numerical res
were presented to compare the global attenuation achie
by minimizing the energy density with the attenuatio
achieved by minimizing the squared pressure or the poten
energy. Optimal control filters were designed in the tim
domain to yield solutions that are causal in the time doma

Numerical results have indicated that greater global c
trol of the sound field can be achieved by minimizing t
energy density, rather than the squared pressure. It has
been shown that minimizing energy density at a single lo
tion in a one-dimensional enclosure produces the global c
trol that one would achieve by minimizing the potential e
ergy. Another significant advantage of energy density con
is that, unlike the case of minimizing the squared press
this control method does not demonstrate any dependenc
the error sensor location. Thus, by controlling the ene
density, one can overcome the limitations of the possi
locations for the error sensors which exist in practical sit
tions.

A two microphone implementation of the energy-bas
control algorithm was presented. Simulation results indic
that the energy density control can be implemented using
two-sensor technique with a tolerable margin of performa
degradation.
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