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We have measured the diffusion of lithium in germanium to pressures of up to 45 kbar using
the P-n-junction-depth method for temperatures between 300 and 550 'C and by the ion-pairing
method near room temperature. The data were analyzed assuming a single effective mechan-
ism of diffusion with a temperature- and pressure-dependent activation energy and pre-expon-
ential factor. The activation energy and volume at room temperature and atmospheric pres-
sure are, respectively, AH=10. 8 +0.3 kcal/mole and b V/Vp=0. 05 ~0.03. The pressure and
temperature coefficients of the activation volume are, respectively, Vp a~V/aP = - (2. i ~ 0.9)
x10@kbar ' and Vp'Bb, V/8 T = (2.0+0.3) && 10+oK '. A small but nonzero specific heat of acti-
vation was found {nCJR =0.9+ 0. 0) suggesting an increase of about one degree of freedom as the
impurity moves from its equilibrium position to the saddle point. The small activation ener-
gy in comparison to that for self-diffusion, along with the near-zero activation volume, is in-
dicative of pure interstitial diffusion.

I. INTRODUCTION

Since the advent of the Li-drifted Ge and Si de-
tectors, there has been considerable interest in
precise measurements of and the determination of
the mechanisms for the diffusion of Li in Ge and Si.
The diffusion of Li in Ge has been studied and mea-
sured by several different techniques. Fuller and
Ditzenberger' measured the diffusion of Li in Ge
and Si using the P-n-junction-depth method. Later,
Fuller and Severiens measured the diffusion of the
same couples by applying the Einstein relation to
Li'-ion-mobility measurements in an electric field.
Their technique was similar to the method of
Haynes and Shockley for the measurements of the
drift mobility of minority carriers in semiconduc-
tors. Reiss, Fuller, and Morin made a rather
extensive theoretical study of the ion-pairing tech-
nique and then substantiated some of their findings
with experimental measurements for the diffusion
of Li in Ga-doped Ge. Much later Pratt and Fried-
man using sectioning techniques in conjunction
with conductivity measurements were able to de-
termine impurity concentration profiles and diffu-
sion coefficients for Li in Qe and Si. A good treat-
ment of the various methods that have been used to
study diffusion in semiconductors, along with a re-
view of the results of these studies, may be found
in a publication by Boltaks.

Nachtrieb and co-workers' proposed, after
making high-pressure self -diffusion measurements
on several materials, that diffusion may obey a
law of corresponding states along the melting curve
and that one may expect the activation energy to
scale linearly with the melting temperature. Since
high-pressure diffusion measurements had not
previously been made on a substance with a nega-

tive pressure coefficient of melting, Ge was chosen
as an example to check this hypothesis.

High-pressure diffusion measurements were
carried out in this investigation for the purpose of
obtaining additional data relating to the mechanism
of diffusion of Li in Ge. Experimental measure-
ments were made for pressures of up to 45 kbar
using the P-n-junction-depth method for tempera-
tures between 300 and 550'C, and by the ion-pair-
ing method near room temperature.

II. METHOD OF ANALYSIS

The solution of the diffusion equation, appropri-
ate for the P-n-junction-depth method, was shown
to be the one-dimensional solution for a semi-in-
finite medium with a constant impurity source at
the boundary. This solution, which is referred to
as the complementary error function solution, is
given by

N(x, t) = Ns erfc[x/(4Dt)' j,
where Ns is the constant impurity concentration at
the boundary, N(x, t) is the impurity concentration
after annealing for a time t at a distance x from the
boundary, and D is the diffusion coefficient as-
sumed to depend only on the anneal temperature and
pressure. The diffusion coefficient D can be de-
termined from Eq. (1) provided Ns and at least one
other value of N(x, t) are known.

The p-n-junction-depth method consists of dif-
fusing Li, which acts as a donor impurity, into p-
type Ge with an acceptor concentration N, . If N,( Np a P-n junction will be formed at a position
x~„, where the Li impurity concentration N(x~„, t)
equals N,. Therefore, by measuring the P-n junc-
tion depth x~ and knowing the surface concentration
Np along with the acceptor concentration N„one
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where Li'Ga stands for the ion pair in which the
individual ions maintain their polar identity and the
binding is ionic. However, because the binding is
weak, this interaction is generally limited to tem-
peratures below 300 C. The ion-pairing method
can be visualized by considering a Ge crystal doped
with an equal number of mobile positive donor ions
of Li, and stationary negative acceptor ions of Ga
(compensated). The mean free path of the donors
is of the order of an atomic spacing, whereas the
distance between the relatively stationary Ga ac-
ceptors is several hundred lattice spaces. Under
these conditions, the pairing rate is diffusion lim-
ited. For temperatures and donor concentrations
such that the equilibrium pairing probability is
high, each positive ion will interact with one and
only one negative acceptor ion. In this case the
total rate of removal of free ions is proportional to
the total number of remaining unpaired ions. This
leads to an expression of the form

Nt(t) =Nto e ~~ ', (2)
where N&(t) is the number of free Li' ions, Nto is
the number at t = 0, and ~ is the relaxation time.

It can be shown" that, to first order, the change
in sample resistivity due to unpaired ions is pro-
portional to the concentration of ionic scattering
cente rs. This yields

(3)

where p(t) is the resisitivity at time t, p(~) is the
residual resistivity, and b is a constant for a mea-
surement made at constant temperature and pres-
sure. Substitution of Eq. (2) into Eq. (3) yields the
result

in[ p(t) —p(~)] = ln(bN„) —t/7 . (4)

Therefore, the relaxation time 7 may be deter-
mined from the time variation of the sample resis-
tivity during pairing. Furthermore, since the

can determine D from Eq. (1). Dunlap' made a
comparative study of the merits of determining dif-
fusion parameters through measurements of p-n
junction depths associated with diffused impurities
in germanium as opposed to radioactive tracer
techniques. He concluded that the p-n-junction-
depth method was at least as reliable as the tracer
techniques he employed.

Ion pairing is the situation in which donor and ac-
ceptor ions are bound in pairs by Coulomb forces
within the host crystal. An equilibrium equation
for this process for Ga acceptors and Li donors is

Li(external)= Li' +

pairing mechanism is diffusion limited one would

expect the relaxation time to depend on the diffusion
co=fficient D. Reiss, Fuller, and Morin' have
shown this relationship to be

D= cKkT/4&re N, T, (5)

where K is the dielectric constant" of Ge, k is the
Boltzmann constant, e is the electronic charge, T
is the absolute temperature, N, is the concentration
of acceptors (also equal to the donor concentration),
D is the diffusion coefficient for the mobile Li'
ions, and c is a factor of order unity which depends
on temperature, donor concentration, and the dis-
tance of closest approach of the Li' and Ga ions.
The variation in c from unity for our measurements
was less than 3% and c was therefore set equal to
one. The technique of determining the diffusion co-
efficient from the resistivity relaxation time is
called the ion-pairing method.

By applying the theory of absolute reaction rates'
and equilibrium thermodynamics, the measured
diffusion coefficient for a single mechanism takes
the form

D (P, T) =fea' v(P, T) e (5)

III. EXPERIMENTAL

A p n Junction Depth Method

Single-crystal germanium, gallium doped to a

where f is the product of a geometric and correla-
tion factor, a is the lattice parameter" at the tem-
perature and pressure at which the pertinent mea-
surement leading to the diffusion coefficient is
made, v(P, T) is the characteristic vibrational fre-
quency of the diffusing ion, p is the pressure, T is
the absolute temperature, R is the molar gas con-
stant, and e G(P, T) is the Gibbs free energy of ac-
tivation for the diffusion mechanism. The explicit
dependence of the diffusion coefficient on pressure
and temperature was obtained following the analysis
of Weyland, Decker, and Vanf lect. ' This analysis
yields a pressure- and temperature-dependent ac-
tivation energy and pre-exponential factor by ex-
panding lnv(P, T) and b,G(P, T) in Taylor's series
about P=O, and T= To. The coefficients in these
expansions yield a pre-exponential factor Do(0, To),
an activation energy or enthalpy AII(0, To), an acti-
vation volume 4U, the pressure and temperature
derivatives of the activation volume, and the spe-
cific heat of activation &Cp. In the evaluation of
the diffusion parameters, y, it, sz/BP, sK/8T S,
and sp/sT were assumed known and taken equal to
0. 7, 1.381x10 kbar ', —8. 29x10 kbar, 4. 12
xlO kbar 'deg ', 1. 125x10 deg ', 2. 79x10 '
deg, respectively, "where y is the Gruneisen
constant, g is the isothermal compressibility, and
P is the volume coefficient of thermal expansion.
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concentration of l. Sx10' atoms jcm, was sliced
into wafers approximately 3 mm thick by means of
a Laser Technology wire saw. These mafers were
lapped to a 600-grit finish using silicon-carbide
paper on a plate-glass surface. The wafers were
then etched in CP-4, a solution consisting of 40%
HF, 40% Hz02, and 201 HzO, for approximately 1

min. This etch removed about 0. 003 cm of materi-
al from all surfaces. Cylindrical pellets, 0. 35 cm
in diameter, were then cut from the wafers by
means of an Elox electric-discharge machine tool.
These pellets were subjected to another etch cycle
and stored in polyethylene vials. Lithium dispersed
in petrolatum was deposited on one end of each
sample pellet just prior to the diffusion anneal. It
was applied by heating the germanium to 150 'C on
a hotplate and applying small amounts until the
melted dispersion just covered the top surface of
the pellet. The samples were then quenched to
room temperature by placing them on a cool block
of aluminum.

The high-pressure diffusion anneals were carried
out with the use of a 600-ton-capacity-ram tetra-
hedral-anvil press as described by Hall. '8 The
samples were annealed in a hydrostatic cell' con-
tained in a pyrophyllite tetrahedron, 3. 2 cm on an
edge, using 100000-cs silicone fluid as the pres-
sure-transmitting medium. After placing a sam-
ple in the hydrostatic cell and increasing the pres-
sure, the temperature was then raised to the anneal
temperature by passing current through the inter-
nally contained thin-walled-inconel-tube furnace.
The anneal temperature was monitored by a chrom-
el-alumel thermocouple and was regulated by means
of a servo-control system to within +0. 03 'C over
the period of the anneal. The small-capacity furnace
was heated to the anneal temperature and under
control in less than 3 min and the cooling time was
less than 15 sec.

Pressure calibration of the hydrostatic cell at
elevated temperature involves calibration at room
temperature plus a difficult to determine correc-
tion due to heating. The room-temperature cali-
bration' was made using the well known polymor-
phic phase transitions, Hg I-I, Bi I-II, and Tl II-
III. This calibration was then corrected for heating
effects using the measurements of Candland, Deck-
er, and Vanfleet. ' This correction, although quite
uncertain, amounted to V kbar for a temperature
increase of 500 'C.

The annealed samples were then cleaned, mount-
ed with wax on a steel grinding block, and lapped
parallel to the cylindrical axis on wet 600-grit sili-
con-carbide paper until the ground surface inter-
sected the original plated surface at approximately
its center. The ground surface was then further
polished with a 5-JL(, alumina-in-water slurry to
a mirror finish. The position of the p-n junction

was identified by reverse bias, pulse plating ' the
p-type region with copper. The p-n junction depth
was determined as the average distance from the
original plated surface to the p-n junction, as mea-
sured using a traveling microscope. This distance
was typically 0.05+0.002 cm, with the major un-
certainty being in the position of the original sur-
face.

B. Ion-Pairing Method

Germanium rods (6. 23x0. 77x0. 75 mm), gallium
doped to a concentration of l. 8 x 10' atoms/cm3,
were cut from one of the previously prepared waf-
ers. These samples were completely coated with
the lithium dispersion in petrolatum and diffusion
annealed in argon for 2-,' days at 249 C. This dif-
fusion anneal was for the purpose of compensating
the sample. After this anneal the samples were
thoroughly cleaned in acetone and distilled water to
remove any lithium from the surface. Electrical
leads consisting of small tubes of copper foil were
fit over the ends of the crystal and indium soldered
to the germanium. These leads served as the elec-
trical contacts for the joule heating of the rods and
also for the resistivity measurements. The ger-
manium rod, along with a thermocouple, was em-
bedded in polyethylene and inserted in a pyrophyl-
lite tetrahedron.

Measurements of the relaxation time were made
by heating the sample to approximately 200'C to
disassociate the ion pairs, and then quenching to
the temperature of the press. The change in sam-
ple resistivity vs time was measured by maintain-
ing a constant current through the sample and mea-
suring the change in voltage across the sample with
a time-base recorder. The relaxation time for ion
pairing in our samples at room temperature was al-
most too short to measure by this method, there-
fore, the press was cooled to temperatures as low
as 18 'C by stacking blocks of dry ice on top of it.

IV. RESULTS

The calculation of the diffusion coefficient using
the p-n junction depth method presupposes a knowl-
edge of /Vo from Eq. (1), where N~ represents the
constant concentration of Li impurities externally
supplied and dissolved in the Qe at the boundary.
The concentration of Li at the boundary is there-
fore limited by the solid solubility of Li in Ge at
the temperature and pressure of the diffusion an-
neal. In an attempt to determine the effect of pres-
sure on the solubility of Li in Ge, the atmospheric
pressure results of Pell ' and of Reiss and Fuller
mere fit to a slightly modified equation derived by
Thurmond and Struthers which is given by

5(~ Z ) g -1.2 &1 TI &
/r ) -7900/ T (1 e&-050 O/ T-1/ To+&)

(7)
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where S(P, T) is the temperature- and pressure-
dependent solid solubility of Li in Ge, Sp is a con-
stant equal to V. 31x10 atoms/cm', Tgf and To,
are the pressure-dependent absolute melting tem-
peratures of Li and Ge, respectively. Equation

(V), in conjunction with the experimental fusion
curves of Li and Ge, predicts a variation of less
than 10/q in S(P, T) for pressures to 50 kbar in the

temperature range of this experiment. A limited
experimental study of the solubility indicated that
the pressure variation in S(P, T) in the range 0-50
kbar and 300-525 C was less than the experimental
uncertainty. Therefore, Np was taken as the em-
pirical solubility of Li in Ge a,s represented by Eq.
(&)

To substantiate that the proper boundary condi-
tions had been imposed for the solution of the dif-
fusion equation, a series of p-n junction depths
were measured for different anneal times while
maintaining the temperature and pressure constant.
It can be seen that if Eq. (1) represents the correct
form for the concentration profile for the diffusion
of Li in Ge for these measurements, the p-n junc-
tion depth must be proportional to the square root
of the corresponding anneal time since all other
parameters in Eq. (1) are constant. The results of
these measurements, which were made at 377 'C

and atmospheric pressure, are shown in Fig. I.
A similar plot was made for these data, using the
assumption of a 5-function source, and no correla-
tion was found.

Figure 2 shows a typical curve for the resistivity
change due to ion-pairing in a Li-compensated Ga-
doped-Ge sample immediately after quenching from
200 to 22. 1 'C at 14.4 kbar. It should be noted that
the curves, of which Fig. 2 is typical, show some
curvature as opposed to the theoretical result of
Eq. (4). This curvature is probably due to a slight

0.08

0.07

0.06

0.05
E

0.04
Ca

0.03

0.02

0.0 I

0 I I I

0 lO 20 30 40 50 60 70 80 90 IOO
I I

(sec &)

FIG. 1. Variation of the p-n-junction depth with the
square root of the anneal time for the diffusion of Li in
Ge at atmospheric pressure and 377 C.
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FIG. 2. Typical variation of the resistivity change with
time as the result of ion pairing, measured at 22. 1 C and
14.4 kbar after quenching from 200'C.

decrease in temperature during the measurement
and yields an uncertainty in the measured diffusion
coefficient of about +35%.

The measured diffusion from the ion-pairing and
p-n-junction methods can not be compared directly
because the diffusion coefficients from the ion-
pairing experiment were measured at the anneal
temperature and pressure, whereas the p-n-junc-
tion-depth measurements were made at ambient
after the high-pressure anneal. Therefore, the
diffusion constants from the ion-pairing experi-
ments were corrected by the ratio so(0, To)/so(P, T)
so as to correspond to the p-n-junction-depth mea-
surements. The measured diffusion coefficients
from the p-n-junction-depth method along with the
corrected ion-pairing measurements were then fit
by a least-squares technique to Eq. (6) using the
method of Weyland et al. ' The calculations yielded
the diffusion parameters Do, nH, nV/Vo, Vo' en V/
aP, V, ' so V/s T, and n C,/R, all at T = T, = 25 'C
and P= 0. These values along with values for
Do(P, T), n.H(P, T), and n V(P, T)/ Vo at selected
pressures and temperatures are given in Table I
along with an uncertainty for each.

The isobaric variations of logypD with reciprocal
temperature are shown in Fig. 3. The data points
for pressures of 1 bar and 35 kbar show the typical
scatter in the data compared with the best fit
curves of Eq (6). .

Figure 4 gives log, pD vs P along selected iso-
therms. These curves come directly from the
computer fit of Eq. (6) with the relative scatter in
the measurements being similar to that in Fig. 3.



rameters for t e defusion of Li in Ge.TABLE I. Measured pa

1 9bV
v, »

(1p-4/'K)

9bV
BP

(1p-3/kbar)

Dp

(1p cm /sec)

(P, T')

(kcal/mole)

p y0. 3

(kbar, K)

1 yp. 9p p47 y p. 029
p 107+0 029
p 146 y P. 029
p 058 yp 029
p QQ1 p 0~ 029
p p4p ~ p. 029

10.8+ o. 3
y0, 3

12.4+ 0.3
9.7+0.3

10.6~0 3
4y0, 3

10.7 +1.o
11.8
13.1+0 4

7, 3 y2. 8
17.8 +2. 8
31 9~2. 8

1.5+2. 8
3 7+2. 8
6. 7 y2. 8

13.0
25. 0
91.0 y4. 6

(p, 298)
(p, 600)
(0, 800'
(50, 298)
(50, 600)
(50, 800)
(p, ' ')'
(p ~ ~ ~ ) b

(p, )

e 625-1125'K) Ref. 1'er (temperature rangeFuller and Ditzenberger
425-875'K), Ref. 2.,temperature rangeF lier and Severiens

'Pratt an rxd F 'edman (temperature range

THE IN TEQSTITIAL ~ ~ ~EFFECT PF PRESSURE 4S53

BC'
R

Q 91 pp ~ 29

- and temperature-depen ndent activa-
r for the diffusion of Lx xn

th melting temperature
gaum p easured by Vaidya,

Finally, using t e me
ium vs pressure mea

Akella, and Kennedy, we have plo e
T /T in Fig. 6.

V. DISCUSSION AND CONCLUSION

t 1 measurements were yanal zedThe experimen a m

a sin le mechanism of diffusion charac-
ressure- and temperterized by a pres e

and pre-exponen i
lowing the ana yanal sis of Weyland et a .

f the data simultaneously,sis, which considers all of the a a

to-5

lp 5 800'K

to-y
600 K

— to-~-
EJ

40

a
E
EJ

to &—

—to-~—
CJ

a
E
CJ

t O-IO

t p-IO
t
p-I I 300'K

t p- I I tO-I2-
0

I

lp
I

20 50
P (tIbar)

40 50

to-l2
I.o

I

2.0
10~/T ( K ')

I

3.0 40

diffusion coefficient D withFIG. 3. Variation of the d usio
ture along selected isobars.reciprocal temperature a ong

6) to all of the data.lines are e eth best-fit curves of Eq. (6) to a o e

tion of the d iffusion coeffzc tentsts D with
D t o t notpressure along selected isotherms. a a

urements were madera h because no measurem
ld b noted that the mea-y. However it shou e no

tedcoefficients differ rom
from Eq. y(6) by no more than +20

f Eq. (6) to all of the data.sent the best-fit curves of Eq.



AND CURT DECKER~VANFLEE

ch as 50ably be unce „rst ppssible
press

uncertaintie o
the»nt

~ ell wlthi the u
the "fly lnp value of hC&

rrhenius
rves of ~g'curv

shpwn in g'
f AC ln view

denc e of ~+ a
value oa nonzero

curves in-
ctant to allow

. r Arrhe»us cu
reluc

d tlpn pf linear
Hpwever,

of the g
hanlsm inte

0 esults

ion tra 1 io
ractlons.le-mec

~ aC =
volving

when holding ~
' dicative

data, w

Which is ln
analysis 0

p pf about 25 ~ w

QC is
an increase in X

rpbability thatt' t P
tdthtnd PPsltive ~

in in bC& inh pu statis lc
ressure and em

tho g
d„e bpth puncertain "

t the poss»111 y
t'

not rule ou
e s sterna 1C

tu e pne can no
resul S from som's npnphysical an

red dif«sio" "error.
. f our measu

1,3 al
m arison o

co -wprkers,of FIiller and co-
the ex

nswwith those
r b about &~

ts. T
209' f»' "ithlgh being lowe y

n Pf the me
the

easurements.tal uncertain y
b ttrlbuted to

imen
d ~~ canerences in Do

4854

13

BpQ4K

I2

600 K

II

O
EJ

Ip-
T

3pp K

I

40 503020IOBp

P tabor)

~ withcti@ation
~ t jn

' t' n of the ac
Th uncertain 5'

FIG. 5.
cted isotherm ~

' Tab].e I and

Variation
s. e ue a1ong selec

hat shown in
pressur

' the same as tthe~~ cu~es is
3 kca1/mo1eamounts to +0

IP-5

I 0-6

IO-6—
CJan

Ol

E
CJ

IO-I—

IO'o—

IP-«—

I

3.5 QO
I

3.0
I

2.5
I

2.0
I

l.5
I 0-IR

I.O

T (P)/T

efficients D wwith
1 1 ted '

iffusion coe i
isorec iproca 1 of the reduc

bars.

Thr in the indivl "
t- ficie

ual diffu-t ds to smoo
tof 1ents and se elects a bes s

This is
ents aequlva

f 1

1revious y u
BDV 8arameters

the fit of' d

lt'however, e
of the high-pref m the noni earo

'th errors res ulting from em
alibr ation.

ll along wl
ressure ca

ture uncer tainty that

ffnealing furnace an
' el short ann

le emf. oth ther mocoup
11

ont e
e '

m era rng t how a sma e
d our data using

lllg aS 0
we analyze o

en-
g

u le emf corre
ith those whenared the res itse and comparey

the rmocouple
g

The difference ' t erBun dy.
' ns amoun eem pf res su re correc io

n the d'ffusion param-the effect o
rtainties asdwell within t e qeters were we

able I.
erious problemo g

the uncertainty ln
erature is'

n at room tempe
d t no more t

ration.
than ~1 oo o

certain yt in thether large unwe must
'bration cor

'
n

har—
h h-pressugo g

due o ounted odue to heating amo



EFFECT OF PRESSURE ON T HE INTERSTITIAL. . . 4855

method of analysis and the experimental uncertain-
ties. Pratt and Friedman' s' diffusion coefficients
along with Dp and 4H are high in comparison to the
other experimental measurements. This discrep-
ancy probably results from the method of data anal-
ysis and the small temperature interval and num-

ber of measurements.
The small activation energy of 10.8 kcal/mole,

compared to 68. 5 kcal/mole for self-diffusion, 3

along with the small activation volume of 0. 05
atomic volumes are both indicative of a purely in-
terstitial mechanism.

Nachtrieb and co-workers, ' on the basis of dif-
fusion measurements to pressures of about 10
kbar, postulated a law of corresponding states for
diffusion along the melting curve of the form

D(P, T)=Doe (8)

where Dp and b are constants independent of tem-
perature and pressure, and T (P} is the pressure-
dependent melting temperature of the alloy. Nach-
trieb along with Rapoport have interpreted this
relation to imply a proportionality between the
pressure-dependent activation energy and the melt-
ing temperature. However, the validity of the
Nachtrieb relation must depend on both the ratio
O' = OH(P, T)/T (P) and on Do(P, T), through the
frequency factor v(P, T) and the entropy of activa-
tion

nS(P, T)= ES(0, T ) — + J 0 + ~ ~ ~

psnv n, c(T-T)
BT Tp

(9)

If the activation energy scales along the melting
curve and is independent of temperature then b' is
independent of pressure and the Nachtrieb relation
would supposedly be satisfied. For the diffusion of
Li in Ge one finds that the ratio b' varies by less
than 5% for pressures to 50 kbar, however, Do(P,
T) increases by a factor of 4, due primarily to the
pressure dependence of nS(P, T) from Eq. (9).
Thus we have the interesting result that, within the
experimental uncertainty, the activation energy de-
creases proportionately with the negative melting
curve of Ge as postulated, but that the Nachtrieb
relation is not satisfied as a result of the large de-
crease in the entropy of activation with pressure.
For the diffusion of Ag and Au in Pb one has a for-
tuitous situation in which b' increases by about 20%
for pressures to 50 kbar, causing D to decrease,
whereas, Do(P, T) increases by about the same
amount, thus satisfying Eq. (8). For Cu in Pb,
both b' and Do(P, T) produce an increase in the dif-
fusion coefficient with pressure and Eq. (8) is not
satisfied.

The theories of Dp of Wert and Zener ' and, more
recently, of Weiser are based on a temperature-
independent activation energy at atmospheric pres-

sure. Since the temperature dependence of nH(P,
T) and Do(P, T} in our analysis comes primarily
through ~C~, for comparison purposes, the data
were analyzed for ~C~ equal to zero. The results
of the analysis gave 16.Ox 10 cm /sec and 11.4
kcal/mole for Do(0, To) and r H(0, To), respectively.
The pressure dependence of nH(P, T) was the same
as shown in Fig. 5 and was independent of tempera-
ture. The corresponding Arrhenius curves of Fig.
3 also become linear while the activation volume
along with its pressure and temperature deriva-
tives were virtually unaffected, falling well within

the range shown in Table I. The values of Dp for
the hexagonal interstitial equilibrium sites as cal-
culated from the Wert and Zener, and Weiser the-
ories are 21.8x10 and 13.Sx10» cm /sec, re-
spectively. The fact that our measured effective
value of Dp, for &C~=O, falls midway between the
values calculated from the Wert and Zener, and the
Weiser theories does not allow one to differentiate
between the theoretical formulations. It should be
noted, however, that we used —,'u 2~ for the dis-
tance between the hexagonal equilibrium sites as
opposed to the path length of —,

' W3~ used by Weis-
er. The values of Dp from both theories increase
by a factor of 2. 45 if the tetrahedral interstices
are the equilibrium sites. These results support
Weiser's conclusion that the equilibrium sites for
the diffusion of Li in Ge are the hexagonal inter-
stices.

The nonzero positive value for the specific heat
of activation of l. 8 cal/mole 'K does not seem un-
reasonable in terms of the principle of equipartition
of energy and the Dulong-Petit law. As discussed
by Weiser, there are two types of interstices in
the diamond lattice. The tetrahedral (T sites) in-
terstitials have four nearest neighbors at a dis-
tance of 0.433', and the hexagonal (H sites) inter-
stitials have six-nearest neighbors at a distance
of 0.415~. Experimental and theoretical evidence
suggests that, for the diffusion of Li in Ge, the
equilibrium sites for the Li impurity are the H
sites with T sites at the saddle points. Associated
with each H site there are two T-site saddle points
or two directions of escape from equilibrium.
However, at the T-site saddle points there are four
adjacent H-site equilibrium points and hence four
directions of motion toward equilibrium. This sug-
gests that there may be an additional degree of
freedom available as the diffusing Li atom moves
from its equilibrium position tc the saddle point
with an associated increase in the specific heat of
the order of 2 cal/mole 'K. This hypothesis could
be verified if sufficiently accurate measurements
for the diffusion of Ag or Au in Ge could be made.
In this case ~C~ would be negative since Ag and Au
take the T sites as their equilibrium position and
the argument would be reversed.
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Trends relating nearest-neighbor distance (d) in elemental materials and A B ~ compounds
to atomic number (Z), valence (z), and principal quantum number (n) of the outermost filled
electron shell are reported. These trends can be described by simple functional relationships
which are typically accurate to within a few percent. For elements, these relations are dZ ~ /
n=-constant for fixed z, and d ~"Z=

3 (Z —z+12) for fixed n. An analysis of the results based
on a Fermi-Thomas model for the core electrons and a free-electron model for the valence
electrons is given. The trend observed for the A B compounds is that dZ /n = constant
for a fixed cation species. This relation is used to construct a modified Mooser-Pearson plot
which yields a complete separation of zinc-blende, wurtzite, and rocksalt structures.

I. INTRODUCTION

Crystal structure is perhaps the most fuadamen-
tal property of a material aad at the same time one
of the most difficult to understand theoretically.

Two rather different approaches have historically
been used to discuss crystal structure: (i) the
mmlysis of structural treads in terms of some
scaling parameter such as ionicity; and (ii) the
detailed computation of the lowest-energy structure


