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ABSTRACT

Shock–bubble interactions (SBIs) are important across a wide range of physical systems. In inertial confinement fusion, interactions between laser-
driven shocks and micro-voids in both ablators and foam targets generate instabilities that are a major obstacle in achieving ignition. Experiments
imaging the collapse of such voids at high energy densities (HED) are constrained by spatial and temporal resolution, making simulations a vital
tool in understanding these systems. In this study, we benchmark several radiation and thermal transport models in the xRAGE hydrodynamic
code against experimental images of a collapsing mesoscale void during the passage of a 300GPa shock. We also quantitatively examine the role of
transport physics in the evolution of the SBI. This allows us to understand the dynamics of the interaction at timescales shorter than experimental
imaging framerates. We find that all radiation models examined reproduce empirical shock velocities within experimental error. Radiation transport
is found to reduce shock pressures by providing an additional energy pathway in the ablation region, but this effect is small (�1% of total shock
pressure). Employing a flux-limited Spitzer model for heat conduction, we find that flux limiters between 0.03 and 0.10 produce agreement with
experimental velocities, suggesting that the system is well-within the Spitzer regime. Higher heat conduction is found to lower temperatures in the
ablated plasma and to prevent secondary shocks at the ablation front, resulting in weaker primary shocks. Finally, we confirm that the SBI-driven
instabilities observed in the HED regime are baroclinically driven, as in the low energy case.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0185056

I. INTRODUCTION

Voids are low-density regions in an otherwise higher-density
medium. Because of the ubiquity of voids in all physical media, the
hydrodynamics of their collapse are important across a wide range of
physics. The collapse of voids in response to an impulsive shock, a
type of divergent shock–bubble interaction (SBI), appears in areas
such as fusion energy science,1,2 supersonic combustion,3 foam-based
shock mitigation systems,4,5 shock wave lithotripsy,6,7 atmospheric sci-
ence,8 and astrophysical flows.9,10 SBIs are especially important in
astrophysics, where they affect the dynamics of supernovae11 and the
interaction of their remnants with the interstellar medium (ISM).12,13

Strong shocks originating from supernovae, stellar winds, expanding

nebulae, and spiral density waves are common in interstellar space,
where they severely disrupt atomic and molecular clouds.9,14 This
results in turbulent mixing and momentum and energy exchange
between the cloud and ISM gases,14 which in turn play a vital role in
star formation and the evolution of galaxies.13 These shock–cloud
interactions have been studied in scaled laboratory experiments using
SBI configurations.9,12,13

In the high energy density (HED) regime, instabilities generated
by SBIs are a major challenge in the pursuit of fusion as a viable clean
energy source. In inertial confinement fusion (ICF), a fuel pellet is
compressed through the application of laser energy which ablates the
outer layer of the capsule, launching a shock inward; it is well-
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established that Rayleigh–Taylor and Richtmyer–Meshkov instabilities
at the fuel–ablator interface significantly degrade the performance of
the fuel capsule,15,16 and that these instabilities arise largely due to
mesoscale defects (voids) in the ablator material introduced during
manufacturing.17,18 Rayleigh–Taylor growth of density perturbations
associated with voids can puncture the ablator19 and thereby seed
asymmetric compression and jetting of material into the fuel region.20

Despite the recent successes at the National Ignition Facility (NIF),21,22

several orders of magnitude of efficiency gain are required for any
ICF-based power generation scheme. Therefore, addressing materials
challenges, including instability mitigation and/or control, are still cru-
cial for success, and it is vital to understand the development of insta-
bilities arising from the shock-induced collapse of these voids.

Similarly to the related problem of shock-induced particle defor-
mation,23–26 shock-induced void collapse involves highly non-linear
processes, making it a difficult problem to study. These include shock
reflection, refraction, and focusing, which result in the formation of
plasma jets and phase transformation in the surrounding material.
Several experimental methods have been employed to directly capture
images of a void at different stages of collapse. Haas and Sturtevant27

first used basic optical shadowgraphy to observe the collapse of low-
density soap bubbles in a nitrogen-filled shock tube. Ranjan et al.28

improved upon this setup with a free-falling bubble in various back-
ground gases and employed laser-based planar Mie scattering diagnos-
tics to observe a 2D cross section of the flow field; Haehn et al.29

augmented these techniques with a particle image velocimetry analysis.
Both dynamically- and shock-compressed voids have been imaged
during collapse in solid silicon and TNT using pulsed x-ray imag-
ing.30,31 Recently, x-ray phase contrast imaging (XPCI) has been used
to image the collapse of mesoscale voids in response to laser-driven
shocks at HED pressures.32 Larger scale HED SBI experiments have
also been studied with computer vision techniques.33 However, experi-
ments are limited in their ability to elucidate the fine details of the col-
lapse process, because they are subject to physical constraints on
spatial and temporal resolution.

In this study, we use the radiation-hydrodynamic code xRAGE34–36

to understand the evolution of a collapsing void by revealing dynamics
at timescales shorter than experimental imaging framerates and at
sub-experimental resolutions. xRAGE is chosen due to its Eulerian
hydrodynamics solver and adaptive mesh refinement (AMR) capabil-
ity, which makes it uniquely well-suited to modeling the multi-scale
physics of a collapsing void. We perform 2D simulations of the experi-
mental platform described in Hodge et al.32 and Pandolfi et al.,37

wherein a hollow glass sphere embedded in a solid target is subjected
to laser-driven shock pressures of over 300GPa. These simulations
are performed with various radiation and heat transport options and
are then benchmarked against experimental XPCI images to determine
which parameter choices are most appropriate, as well as how radia-
tion and heat conduction affect the development of the system. These
experimental images were obtained at the Matter in Extreme
Conditions (MEC) instrument38–40 at the Linac Coherent Light Source
(LCLS).32,37 Finally, the simulated density and pressure fields are
examined to determine the mechanism behind the development of
hydrodynamic instabilities.

The rest of this paper is laid out as follows. In Sec. II, we describe
the experimental platform being modeled. In Sec. III, we provide back-
ground on the xRAGE code and the physics options used in our

simulations. In Sec. IV, we discuss the effect of various transport
parameters on simulated outcomes and compare our results with
experimental benchmarks. We discuss the development of hydrody-
namic instabilities in Sec. V. Our conclusions are presented in Sec. VI.

II. EXPERIMENTAL PLATFORM

We simulate the experiment described in Hodge et al.32 and
Pandolfi et al.,37 which studies the shock-induced collapse of a 42lm
diameter hollow SiO2 glass sphere. A schematic of the experimental
setup is shown in Fig. 1. A target package containing the sphere is irra-
diated by a drive laser (k ¼ 527 nm), which launches an ablative shock
into the target. The drive beam uses a 150lm diameter phase plate
and has a Gaussian radius of 98lm. The sphere consists of a 1lm-
thick glass shell, simulated here with a density of q ¼ 2:20 g=cm3,
surrounding a 40lm diameter interior void composed of dry air at
ambient pressure. The glass shell is embedded in a homogeneous block
of SU-8 photoresist material,37,41 q ¼ 1:18560:014 g=cm3, which we
simulate using a polyamide-imide (PAI) equation of state. SU-8 is cho-
sen for the bulk target due to its similarity to ICF ablator materials,32

particularly in its shock-response, and due to target fabrication consid-
erations.37 The drive laser produces a 10 ns square pulse which delivers
76.2 J to a target comprising a 25lm black Kapton CB ablator
(q ¼ 1:42 g=cm3), a 300 nm aluminum reflective layer, and the void-
containing SU-8 block. These material parameters are summarized in
Table I.

The physical target was imaged with a separate x-ray beam in
two distinct sets of experiments conducted with the MEC instrument

FIG. 1. A schematic of the simulated experiment showing the geometry of the target
and laser. The drive laser comprised two beams incident on the Kapton ablator sur-
face from the left. These beams were oriented at 20� from the normal vector to the
ablator surface and employed a 150 lm diameter phase plate to irradiate a circular
region with a 98 lm Gaussian radius. A secondary beam oriented at 90� to the
drive beams was used for x-ray imaging. The glass shell was located at varying dis-
tances d from the drive surface in different targets. The target referenced for bench-
marking in this work had d¼ 80 lm.
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at the LCLS x-ray free electron laser (XFEL).38–40 Single-shot, high-res-
olution XPCI imaging was performed at an x-ray energy of 17 keV.
Multi-frame imaging was performed at 9 keV photon energy using an
ultrafast x-ray imaging (UXI) detector;32 in this case, phase contrast
was minimized to facilitate image interpretation due to lower spatial
resolution. For multi-frame imaging, the XFEL beam was temporally
modified to produce four x-ray pulses, allowing the acquisition of mul-
tiple images from a single sample and minimizing the uncertainty due
to shot-to-shot variations. These images, as well as derived shock speed
and pressure measurements, are used to benchmark our simulations in
Sec. IV.

III. THE xRAGE CODE

xRAGE34–36 is an Eulerian multi-material radiation-hydrody-
namic code developed at Los Alamos National Laboratory. It uses
AMR (discussed below) and supports various geometries in up to three
dimensions. xRAGE is a multiphysics code with packages for radiation
and heat transport, laser physics, three temperature plasma physics,
various equation of state models, material strength, gravity, turbulence
modeling, thermonuclear burn and charged particle transport, and
high explosives.36 Because of these capabilities, xRAGE is commonly
used in computational studies of ICF implosions and high energy
astrophysics, as well as in modeling of HED physics experiments in
ICF and laboratory astrophysics, all of which regularly involve SBIs. It
has also been used extensively to model shock tube experiments such
as those that image SBIs at room temperature.

xRAGE employs a finite volume Godunov-like scheme for the
core hydrodynamic solver reminiscent of the method of Harten–Lax–
van Leer.46,47 It solves the compressible Euler equations for mass,
momentum, and energy conservation

@qlk
@t

þ @qlkuj
@xj

¼ 0; (1)

@qui
@t

þ @quiuj
@xj

þ @P
@xi

¼ 0; (2)

@q
1
2
u2 þ e

� �

@t
þ
@quj

1
2
u2 þ e

� �

@xj
þ @Puj

@xj
¼ 0; (3)

along with the following pressure–temperature equilibrium condition:

1
q
¼

XN
k¼1

lkek P;Tð Þ: (4)

Here, q denotes mass density, u is the fluid velocity, lk is the mass
fraction for species k, P is the pressure, and ek is the specific internal
energy. Together with material equations of state ekðP;TÞ, this system
is solved for pressure and temperature given the total density, specific
internal energy, and mass fractions of the component materials.48

Godunov methods are variations of the finite volume scheme proposed
by Godunov49 to solve one-dimensional initial value problems for
hyperbolic systems with scale invariant initial data (Riemann prob-
lems). xRAGE has both directionally split34,50 and un-split hydrody-
namic solver options that use higher order Godunov schemes. The
simulations in this work employ directional splitting.

Both two- and three-temperature plasma physics are available in
xRAGE; in the present study, we use the latter. A two-temperature (2T)
plasma model treats plasma as has having a distinct material and radia-
tion temperature, and a 3T model further splits the material temperature
into electron and ion components. This treatment is valid when the
timescales of electron–electron and of ion–ion thermal equilibration are
much shorter than that of the equilibration between electrons and ions,
as in the present case. In addition to the Euler equations and a radiation
diffusion equation, the 3T plasma model in xRAGE solves for electron
and ion internal energy by considering electron–ion and electron–radia-
tion coupling. This process is described in detail in Refs. 34–36.

xRAGE utilizes AMR, a mesh adaptation methodology that allows
simulation resolution to be changed throughout the computational
domain during the course of a simulation in order to balance the need to
resolve small features in regions with complex geometries or complex
flows and the need to minimize computational expense. xRAGE imple-
ments continuous AMR on a grid divided into square cells. The initial
refinement level, i.e., cell size, is defined by the user. Further refinement
for each cell is then determined according to user-specified criteria based
on density and pressure derivatives, the presence of a material interface,
and various other considerations.34–36 For each refinement level, a cell is
subdivided into 2n new cells, where n is the number of dimensions in the
problem. Because the refinement is spatially continuous, the size ratio
between any two neighboring cells is limited to 1:1 or 2n�1:1. Refinement
continues up to a maximum refinement level set by the user (100nm in
this work) and repeats after every time step. In this way, areas of interest
are continuously modeled at high resolution while other areas of the solu-
tion space are modeled at reduced resolution, allowing physics of interest
to be modeled in higher detail than would otherwise be possible at any
given availability of computational resources.

Laser physics are handled in xRAGE through a variant of the
Mazinisin laser ray-tracing code from the Laboratory for Laser
Energetics.51–53 Laser beams are discretized as rays whose paths are
dictated by 3D geometric optics. Energy deposition by the rays is mod-
eled as inverse bremsstrahlung radiation, accounting for the Langdon
effect54 and cross-beam energy transfer.55 The ray-trace uses a separate
mesh from the radiation-hydrodynamic calculations due to differing
refinement needs.

Equations of state in xRAGE are modeled either analytically, or,
more commonly, from pressure–temperature tables. In the present
work, we use tabular equation of state values from the SESAME equa-
tion of state library,42,43 or in the case of Kapton, from the LEOS
library maintained by Lawrence Livermore National Laboratory.44,45

There are several radiation and heat transport56 models available
in xRAGE that are of interest to this work. These are described in
Subsections IIIA and III B.

TABLE I. Density q and thickness d of associated layer in the simulated target for
each material. The SESAME42,43 equation of state and opacity used for each material
is included as well. Dry air is also used as the background gas.

Material q (g=cm3) d (lm) EOS Opacity

Kaptona 1.42 25.0 C22H10N2O5 C22H10N2O5

Al 2.70 0.3 Al Al
SU-8 1.185 200.0 C22H14N2O3 C22H14N2O3

Glass 2.20 1.0 SiO2 SiO2

Dry air 1.225� 10�3 40.0 Dry air Dry air

aUses LEOS44,45 equation of state.
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A. Radiation

Multiple radiation solvers are available in xRAGE. The default
option is a gray diffusion approximation to solving the full, angular-
dependent radiation transport equation57

1
c
@I
@t

þ X � rI þ rI ¼ c
4p

raEb þ rsErð Þ; (5)

where the intensity I is a function of position, time, and solid angle X;
r, the opacity, is the sum of the absorption and scattering coefficients
ra and rs; and Eb;r are the blackbody and radiation energy densities
respectively. Equation (5) is a gray radiation equation, meaning that it
represents the total radiation transport and does not include frequency
as a parameter. It uses a single opacity calculated as a frequency-
average weighted by a Planckian distribution. This equation can be
integrated overX to explicitly include the radiative flux F58

@E
@t

þr � F ¼ cra Eb � Erð Þ: (6)

In the limit of transport through optically thick (scattering-dominant)
material, one can make the diffusion approximation, in which F, as
derived by Levermore and Pomraning,58 is approximated as

F ¼ � c
r
DFrEr; (7)

where DF is a flux-limited diffusion coefficient. The diffusive approxi-
mation supports two temperature non-local thermal equilibrium phys-
ics (not to be confused 2T or 3T plasma physics, the latter of which
this model is a component). There is an additional multi-group option
in which radiation energy is divided into frequency groups.59 Multi-
group formulations of Eqs. (6) and (7) are solved for each group inde-
pendently using the temperature at the beginning of the time step, and
the resulting energy spectrum is used to solve the full gray system for
the material internal energy coupling.

In the case that multi-group diffusion is insufficient, the Cassio
version of xRAGE contains an implementation of the Jayenne implicit
Monte Carlo (IMC) solver60 and the deterministic Capsaicin (Sn) dis-
crete coordinates solver61 as alternative radiation transport models. In
our simulations, we found flux-limited single- and multi-group gray
diffusion to provide good agreement with experiment, with marginal
(and experimentally unresolvable) deviations from the gray IMC
model.

B. Heat conduction

xRAGE features models for both electron and ion thermal con-
duction. With 3T plasma physics enabled, these solve the following
equation:

qCv;e;i
@Te;i

@t
¼ r � j q;Te;ið ÞrTe;i½ �; (8)

for electron and ion temperatures, respectively. Here, q is density, Cv is
the specific heat capacity for the particle species (e or i), j is the normal
heat conduction coefficient, and T is the temperature of the particle
species. These models treat the energy flux anywhere in space as pro-
portional to the gradient of temperature in the manner of Spitzer and
H€arm.62 Several conductive models using this approach are available
in xRAGE for both electron and ion conduction. Our simulations use

a generalized Spitzer conduction coefficient for electron conduction,
which in CGS units are

j ¼ ak
8
p

� �3=2 k7=2B

e4
ffiffiffiffiffiffi
me

p T5=2
e

lnKei
; (9)

where kB is the Boltzmann constant, e, me, and Te are, respectively, the
electron charge, mass, and temperature, and lnKei is the Coulomb log-
arithm. ak are given in Ref. 63. The conduction coefficient for ions is

j ¼ 20
2
p

� �3=2 k7=2B

e4
ffiffiffiffiffi
mi

p T5=2
i

�Z4 lnKei

di; di ¼ 0:4584; (10)

as derived by Hayes64 based on the model of Lee and More.65

Spitzer–H€arm algorithms are linearized perturbative approxima-
tions. These approximations are valid when temperature gradients are
small, but become unphysical when the mean free path of thermal
electrons exceeds the temperature gradient scale length Te=rTe, such
as in the vicinity of steep shock profiles. Empirically determined flux
limiters are imposed to produce agreement with experimental results
in such cases. These flux limiters are numerical factors that reduce the
asymptotic free-streaming heat flux, the hypothetical flux that would
occur if energy was transported uniformly by all thermal electrons
traveling at a characteristic thermal velocity vth ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBTe=me

p
. The

relationship between the free-streaming heat flux and the flux calcu-
lated by Spitzer–H€arm models is such that there is a positive relation-
ship between flux limiter value f and the total flux. This treatment
allows Spitzer–H€arm models to restrain excessive heat fluxes without
becoming wildly unphysical because only a small fraction of the total
heat flux is carried by electrons approaching the free-streaming veloc-
ity in reality.66 Results from a range of flux limiter values are presented
in Sec. IVC.

If the temperature gradient scale length becomes too small, even
flux-limited Spitzer models break down. As an alternative, xRAGE fea-
tures a non-local heat conduction model for electrons which employs
a Schurtz algorithm.67 This procedure goes beyond the Spitzer–H€arm
approximation by discretizing electron energies into a finite number of
groups and tracking them separately, enabling a more physical solu-
tion near strong electron temperature gradients. The result is similar to
that of a flux limiter, in that the peak current is dampened at sharp gra-
dients. Unfortunately, implementing this model was found to be com-
putationally prohibitive for our 2D simulations, but we intend to
utilize it in future simulations with improved optimization.
Nonetheless, the low variation of our results over a wide range of flux
limiters indicates that we are within the regime of validity for flux-
limited Spitzer models.

IV. BENCHMARKING AND TRANSPORT OPTIONS

We employ several methods to benchmark our simulations with
the experimental results reported by Hodge et al.32 First, our simulated
density maps (Fig. 2) are used to forward-model synthetic XPCI
images, and both are then compared with XPCI images of the experi-
mental void at equivalent stages of collapse to establish qualitative
agreement (Fig. 3). This comparison shows that our simulations recre-
ate the main features observed in the x-ray images. Because the devel-
opment of simulated features can be tracked at much higher
framerates than is possible experimentally, this agreement allows us to
characterize features in the x-ray images that would otherwise be
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difficult to interpret. In particular, our simulations show the develop-
ment of a plasma jet due to the acceleration of the initial shock as it
enters the low-density void. When this jet impacts the far side of the
void, a spherical shock is transmitted into the SU-8, and a reflected
shock is produced. These shocks are observed both experimentally and
in our simulations. The downstream shell material is also impulsively
displaced by the plasma jet, which explains why the shell appears to
move ahead of the unperturbed shock in the experimental images.
Quantitative comparison of synthetic and real images is beyond the
scope of this work but will be the subject of an upcoming paper.

For quantitative benchmarking, we compare our simulated shock
velocities to experimental shock timings derived from multi-frame

UXI images. The acquisition of multiple images from a single shock-
compressed sample allowed us to directly measure the shock velocity
while minimizing the uncertainty due to shock-to-shock variations.
Our procedure for identifying a shock position and pressure in the
simulated pressure fields, and the challenges involved in doing so, are
discussed in Sec. IVA. It is important here to note that our simulations
represent a 2D planar slice through the center of the target, while the
UXI images reflect the total absorption of the x-ray imaging beam
along its path through the target; furthermore, the 42 lm diameter
shell makes up only 10% of this path. Therefore, it is appropriate to
perform our benchmarking analysis on the unperturbed shock outside
the region of the void. We also compare simulated and experimental

FIG. 2. 2D xRAGE simulation of the SBI at various stages of collapse. The shock first reaches the void in the first frame (left). In the center frame, the part of the shock traveling
through the void accelerates ahead of the unperturbed shock due to the lower acoustic impedance of the void relative to the surrounding SU-8, forming a plasma jet. In the final
frame (right), the jet impulsively displaces the glass shell material on the far side of the void, partially reflects back into the void, and transmits a spherical shock upwards into
the SU-8. Instabilities also begin to develop behind the former void. Experimentally, only images of the stages depicted in first and third frames were collected; the simulated
intermediate stage aids interpretation of the final stage by showing how it evolves from the first stage.

FIG. 3. Left: experimental XPCI image (single-frame, x-ray energy 17 keV) of a 300 GPa shock collapsing a 42 lm diameter shell, used as a synthetic void. Center: comparison
of the experimental image with a simulated density map. The simulation reproduces various features in the experimental image that would be otherwise difficult to identify: (a)
spherical transmitted shock through the void; (b) impulsively displaced downstream edge of the glass shell; (c) reflected shock from plasma jet impacting the downstream shell
edge; (d) lobes of accumulated shell material where the shell surface transitions from convex to concave relative to the oncoming shock; (e) coherent forward-moving aluminum
layer; and (f) ablation front. Right: comparison of synthetic XPCI image forward-modeled from simulated density map with experimental image.
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shock pressures. This procedure is carried out on simulations with
radiation turned off, gray radiation diffusion enabled, multigroup radi-
ation diffusion enabled, and gray IMC radiation enabled (Sec. IVB),
and with various heat conduction flux limiters (Sec. IVC).

A. Defining simulated shock pressure and location

Associating a location and pressure with a simulated shock is
non-trivial, in part because the cell size of the computational grid is
smaller than the width of the shock front. In simulations of experi-
ments with a single well-defined shock, it may be sufficient to identify
the cell with the maximum pressure derivative @P

@x in the direction of
shock propagation as the location of the shock. More complicated
pressure profiles including multiple shocks may necessitate the use of
the logarithmic pressure derivative @ðlogPÞ

@x , i.e., the largest order-of-
magnitude change in pressure over a cell, to identify the primary
shock. This method requires exceptions for initial conditions in which
discontinuous material boundaries create pressure jumps over a single
cell that cover a larger range of orders of magnitude than the shock
itself. If identification of secondary shocks is desired, or if precursor
shocks are present ahead of the primary, a piecewise scheme in time
and space using one of these methods can be constructed based on the
expected order and location of discontinuities of interest. In the pre-
sent work, which examines a single primary shock that consistently
leads all other pressure waves, a global maximum derivative method is
used. Absolute and logarithmic derivatives were found to give identical
results over almost all times, with fewer than 1% of times producing a
one-cell (0.1lm) offset between the two derivatives’maxima. The sim-
pler absolute derivative method is, thus, used in this work.

Selecting a cell in which to measure the shock pressure presents
an additional problem. The physical half-width of the shock front is
several hundred nm, while the computational resolution is 100 nm.
The result of this is that the pressure associated with the shock occurs
several cells or more upstream (i.e., in the opposite direction of the
shock’s propagation) of the cell containing the steepest pressure gradi-
ent, and there is a large pressure difference between these cells precisely
due to this large gradient.

To resolve this, we implement the following algorithm, which is
depicted visually in Fig. 4. For an idealized shock moving in the nega-
tive x direction, the pressure gradient decreases monotonically in
between the location of the maximum pressure gradient and the loca-
tion of the peak pressure, where the gradient reaches zero. This local
pressure maximum is the pressure associated with the shock.
However, sometimes, there is a secondary pressure wave or shock in
the process of merging with the primary, which may cause the pressure
gradient to begin increasing again before it falls to zero. In this case,
the inflection point where the derivative of the pressure gradient goes
from negative to positive can be used as the “top” of the primary shock.
Accordingly, we select the shock pressure by working forward (in the
positive x direction, opposite the shock’s propagation) from the loca-
tion of the maximum pressure gradient, and upon encountering either
a local pressure maximum or an inflection point, evaluate the pressure
in that cell. Rarely, there will be a pressure waveform on top of the
shock front such that neither the first nor second pressure derivative
reaches zero; the pressure gradient continuously decreases from its
maximum, but at a reduced rate. To handle these pathological cases,
we implement a hard cutoff value n such that, upon searching n cells
behind the maximum pressure gradient without finding a maximum
or inflection point, the pressure in this nth cell will be taken as the
shock pressure. This cutoff is necessary because the real shock spans
only about half a micrometer and should be chosen such that n cells
represent this distance. In our simulations, we find physically reason-
able values of n (within about 1 lm of the actual shock width) give
identical results.

B. Radiation transport

Initial modeling for the experiment carried out by Hodge et al.32

did not consider radiation transport. Nonetheless, these simulations
showed good qualitative agreement with experimental results and are
reproduced here in Fig. 2. Generally, the presence of radiation can be
expected to result in weaker shocks. This is because the entire laser-
target system is essentially a rocket motor: the laser irradiates the
Kapton layer, which is explosively ablated, and the target experiences
an impulsive force opposite the velocity of the ablated plasma. The
strength of the shock increases with the velocity of the ablated plasma
due to momentum conservation. In the absence of radiation transport,
the energy of the laser drive is converted into the kinetic and thermal
energy of the ablated plasma and the shocked target; when radiation
transport is present, it provides an additional pathway for this energy,
resulting in lower ablation velocity and pressure.

In the present study, we investigate the role of radiation transport
in faithfully reproducing experimentally observed shock pressures. The
empirical pressure is calculated using the shock velocity obtained from
known shock positions at different times and a polyamide equation of
state.44,45 Therefore, the most direct comparison between experiment
and simulation for benchmarking purposes is of these shock positions.

FIG. 4. Depiction of algorithm used to select shock pressure with an example pres-
sure profile. Beginning at the location of the maximum pressure gradient, denoted
by the green (leftmost) vertical line, the algorithm moves to the right searching for
either a local pressure maximum or an inflection point in the pressure profile, which
is denoted by the central red vertical line. If such a point has not been found after
searching n cells, the search terminates and uses the pressure at the current point
(denoted by the vertical dotted line). This gives consistent results if n is chosen
such that the search region is within about a micrometer of the physical shock front
width.
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Results are presented from simulations conducted without radiation
transport enabled, with flux-limited single- and multi-group gray radi-
ation diffusion, and with a gray IMC radiation model. We consider the
shock properties one shell diameter, or 42 lm, from the axis of sym-
metry. This distance is chosen so that we are sampling the shock where
it is not perturbed by the shell or void during the experimental window
(as discussed in the beginning of this section), while still remaining
reasonably planar. The position of the shock as a function of time is
plotted for each radiation option and compared with experimental val-
ues in Fig. 5. The experimental positions are determined from the loca-
tion of the Fresnel fringes68 associated with the shock in the UXI
images, which are known to deviate from the “true” shock location as
defined by the pressure gradient. As such, a small, empirically deter-
mined correction (0.13lm) is applied to the experimental shock posi-
tions to compensate for this drift.

While there is almost no spread in shock position with different
radiation options, there is a consistent relationship over the experimental
window: at any given flux limiter value, the shock has traveled furthest
in the case that radiation transport is not modeled, as expected, and the
shocks modeled using single-frequency radiation schemes are ahead of
those modeled with multi-group radiation. The gray IMC model is
almost congruent with the gray diffusion model, but neither is consis-
tently ahead of the other. This relationship also holds at earlier times.

In all cases, the simulated shock lags behind the real shock, but is
within experimental error. This error arises from several sources. First,
there is a60.83lm uncertainty in the measured shock position in the
UXI images due to pixel size as well as a time uncertainty of60.15ns.
This time uncertainty is systematic and is due to ambiguity in the
arrival time of the x-ray pulse train used to capture the UXI images.
There is also an uncertainty in the simulated shock positions due to
the finite computational grid size and time step, which are 0.1lm and
0.1 ns, respectively. The largest spatial error comes from uncertainty in

aligning the coordinate grid of the experimental images with the com-
putational grid. This is done by comparing the location of static mate-
rial boundaries at t< 0, before the laser turns on. However, while these
boundaries are essentially one-dimensional in reality and are modeled
as such in our simulations, they are smeared out over 6.5lm in the
UXI images due to physical imaging limitations. Finally, there is an
additional 1-pixel uncertainty in the measured shock position due to
potential misalignment of the shock propagation vector and the abla-
tor surface, which we estimate to be 61�. The total error in absolute
shock position, relative to the simulated values, is 66.6lm and
60.18 ns. However, this is overwhelmingly due to systematic errors
affecting both position measurements equally and therefore irrelevant
to measurements of shock velocity.

The slopes of the lines in Fig. 5 are the instantaneous shock veloc-
ities and are compared with the velocity derived from the shock dis-
placement over the experimental window in Fig. 6. Figure 7 shows a
rolling time average of the simulated shock velocities over a 2.1 ns win-
dow, such that the value at 6.7ns is directly comparable to the experi-
mental velocity. This comparison shows that our simulations
reproduce experimental shock velocities to within measurement error
in all cases. Here, the 6.5 lm grid alignment uncertainty in the absolute
shock positions is irrelevant, because we are concerned only with the
difference between the two positions; the remaining uncertainties in
shock displacement and velocity are given in Table II. The instanta-
neous shock velocities highlight the differences between each radiation
option at any given point in time, but obscure the correlations over
time revealed by the absolute positions. There is no discernible general
relationship between instantaneous shock velocity and radiation
scheme—the correlations only become apparent when the velocity is
averaged or integrated over time. However, even here the variation
with radiation scheme is negligible.

FIG. 5. Shock position as a function of time with different radiation options and flux limit-
ers. Flux limiters of 0.03 and 0.10 are used (see Sec. IV C). Shock positions without
radiation transport, with single- and multi-group gray radiation diffusion, and with gray
IMC radiation are shown. The spread in simulated shock positions is negligible. In all
cases, the average shock velocity is 13% lower than what is observed experimentally,
but is within measurement error of the experimental data (Figs. 6 and 7).

FIG. 6. Shock velocity as a function of time with different radiation options and flux limit-
ers, compared with the experimentally measured shock velocity. The shaded region
around the simulated velocities represents the error due to computational grid resolution
and time step size. Because the experimental value is an average, it is portrayed as an
instantaneous velocity with horizontal error bars encompassing the averaging window.
The time uncertainty on the experimental shock positions from which this velocity is
derived is much smaller (60.15 ns, as in the previous figure).
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Table II shows the average shock velocity over the experimental
window for each radiation option, along with shock pressures calcu-
lated directly from these velocities using a polyamide equation of
state.44,45 This comparison is the most accurate for benchmarking pur-
poses, because it removes variations due to grid alignment and system-
atic measurement errors, and further reinforces that our simulations
accurately reproduce the empirically observed shock velocity.
However, it provides much more limited information on the general
effect of radiation model (and heat conduction) on the shock. The cal-
culated pressure is provided to contextualize the velocity measure-
ments, but should not be used to evaluate simulation fidelity due to its
dependence on equation of state (both in outright value and

uncertainty) and, for the experimental measurement, sensitivity to
small errors in the density of the unshocked SU-8. It is calculated as a
function of shock speed from a given equation of state and initial den-
sity; while in reality (and in simulations) small changes in initial den-
sity cause small changes in shock pressure and velocity, small
deviations in the empirical value of the un-shocked SU-8 significantly
change the calculated shock pressure, because the empirically mea-
sured shock velocity is fixed.

It should also be noted that equation of state choice affects the
simulated shock speed to some degree. The rolling time-averaged
shock speed predicted by the CH equation of state from SESAME is
0.1 km/s higher than that of the polyamide equation of state from
LEOS over the experimental window. However, this variation is
extremely small relative to experimental uncertainties, and only causes
a 1–2lm shift in shock position by t¼ 7 ns. Our simulations were sim-
ilarly insensitive to whether or not the tabulated equation of state val-
ues were scaled to average atomic number �z and mass number �a,
which suggests that deviations due to uncertainty in tabulated equation
of state values are not significant.

Despite its shortcomings as a benchmarking metric, shock pres-
sure is the more useful quantity to consider when evaluating the effect
of radiation model on the system in general. This is because it varies
considerably with even small changes in shock speed. The experimen-
tal pressure value from Table II, which represents a time-average over
the experimental imaging window, is compared with the rolling time-
averaged shock pressure in our simulations in Fig. 8. The simulated
pressure is averaged over the previous 2.1 ns, as in Fig. 7 so that it rep-
resents an average over the experimental window when evaluated at
the experimentally sampled time. We find that the average shock pres-
sure decreases (as expected) by up to 20GPa when radiation is
enabled. A general relationship between single- and multi-group radia-
tion models cannot be given, because the multiple opacities of the
multi-group model couple non-trivially to different heat conduction

FIG. 7. Rolling time-averaged shock velocity as a function of time. The value at
each time is the average instantaneous velocity over the previous 2.1 ns, the size of
the experimental window. This window is represented by the shaded rectangular
region between 4.6 and 6.7 ns. The experimental timing error is almost entirely due
to uncertainty in the arrival time of the x-ray pulse train, which affects all time mea-
surements equally. Error in the time between the shock measurements is due to
uncertainty on the time between individual pulses, which is negligible (625 fs).

TABLE II. Shock displacement over the 2.1 ns experimental window and derived
shock pressures using a LEOS polyamide equation of state.44,45 Results from various
radiation options with heat conduction flux limiters of 0.03 and 0.10 are shown. Errors
on experimental values are due finite pixel size (0.83lm), while errors on simulated
values are due to computational grid resolution and time step size.

Simulation Dx (lm) Dx=Dt (km=s) P (GPa)

Experiment 44.016 2.3 20.966 1.1 3416 45
No rad 40.26 0.14 19.146 1.3 2986 46
No rad 39.86 0.14 18.956 1.3 2926 46
Gray dif 40.26 0.14 19.146 1.3 2986 46
Gray dif 39.66 0.14 18.866 1.3 2896 46
Mgd 40.26 0.14 19.146 1.3 2986 46
Mgd 39.56 0.14 18.816 1.3 2876 46
Gray IMC 40.16 0.14 19.106 1.3 2976 46
Gray IMC 39.76 0.14 18.906 1.3 2906 46

FIG. 8. Simulated rolling time-averaged shock pressures with various radiation
options and heat conduction flux limiters. The experimental pressure value was
obtained from the average shock velocity from 4.6 to 6.7 ns, which is indicated by
the shaded region in the plot. The averaging window for the simulations is 2.1 ns,
corresponding to the time between experimental frames.
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flux limiters (Sec. IVC). The more physical IMC model produces pres-
sures up to 10GPa higher than the diffusive models, but this difference
is only a few percent of the total shock pressure.

When considering the instantaneous shock pressure (Fig. 9), the
situation becomes more complicated. The relationship between radia-
tion option (and even whether radiation is enabled at all) and shock
pressure varies unpredictably with time. This unpredictability
decreases with higher flux limiters, but even at the maximum value
examined (f¼ 0.1), there is not a consistent hierarchy across the time

domain. Nonetheless, Fig. 8 demonstrates that the average shock pres-
sure is always lower when radiation is modeled.

We also note that enabling radiation transport models results in
radiative preheating of the glass shell. Our simulations indicate that
the temperature of the ablated plasma is 6� 106 K (Fig. 10); the dis-
tance between this plasma and the glass shell is never more than 2.5
mean free paths for thermal x-rays at this temperature, so some pre-
heating of the shell is expected. However, our simulations indicate that
the shell remains well below (<20%) the melting temperature of glass,
and therefore, that this preheating does not have a discernible effect on
the system after the shock arrives. The shock itself is weakly radiative
but has a much lower temperature of 4:6� 105K (Fig. 11). The mean
free path of thermal radiation from the shock is no more than a few
micrometers, so there is virtually no preheating of the shell or SU-
8 from this source.

C. Heat transport

As discussed in Sec. III B, this work uses a local Spitzer conduc-
tion model for electron heat transport. Such models use flux limiters to
restrain otherwise-unphysical heat flows that occur when the mean
free path of electrons approaches the scale length Te=rTe. ICF studies
have shown that appropriate flux limiter values for HED shock simula-
tions range from 0.025 to 0.150,69 with hohlraum simulations typically
using a value of 0.050.

We examined flux limiter values f from 0.03 to 0.10. This value is
a multiplier applied to the asymptotic free-streaming heat flux at each
time step, which in Spitzer models is positively related to the total heat
flux, so a higher flux limiter will allow for enhanced diffusion of heat
from regions of high temperature. Assuming that the simulated system
is in the regime of Spitzer validity, the choice of f can be expected to
affect the measured shock pressure in several ways. Two of these are
due to the physics of laser ablation described at the beginning of this
section. After the initial ablation first generates a coronal plasma, sub-
sequent laser energy is deposited where this plasma reaches the critical
density. This ablation launches the primary shock into the target and

FIG. 9. Simulated instantaneous shock pressure as a function of time. Results from
different radiation models and heat conduction flux limiters are shown. As in Fig. 6,
the horizontal error bars on the experimental value represent the uncertainty in
assigning a precise time to an average value, rather than uncertainties in the mea-
surements used to produce this value.

FIG. 10. Temperature of ablated coronal plasma with different radiation models and
flux limiter values. Lower (more aggressive) flux limiter values prevent heat from
escaping the coronal plasma, resulting in a higher Te in this region. FIG. 11. Shock temperatures with different radiation models and flux limiter values.

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

Phys. Plasmas 31, 032304 (2024); doi: 10.1063/5.0185056 31, 032304-9

VC Author(s) 2024

 05 April 2024 20:02:07

pubs.aip.org/aip/php


then begins to accelerate the target via the rocket effect, as discussed
above in Sec. IVB. After the first few hundred picoseconds, the abla-
tion front moves forward past the critical surface, and laser energy
must be conducted through over-dense plasma to reach the ablation
front. This conduction occurs overwhelmingly through heat transport
by thermal electrons. The resulting pressure at the ablation front,
which drives the primary shock, is directly proportional electron tem-
perature Te at the critical density. Since the critical density is a function
only of frequency, at a given laser intensity and frequency Te is
inversely related to f:66

Pabl / kBTe ¼ a
f

IL
ffiffiffiffiffiffi
me

p
nc

� �2=3

: (11)

Here, IL is the laser intensity, nc ¼ me
4pe2 x

2 is the critical density, and
me is the electron mass. a is the fraction of the deposited laser energy
that is conducted to the target; virtually all of the remaining laser
energy [ð1� aÞIL] drives the expansion of the coronal plasma. If a is
assumed to be constant, at higher values of f more heat is conducted
away from the coronal plasma. This lowers Te and, therefore, the abla-
tion pressure driving the shock.

However, the value of a is likely dependent on f. If f is increased,
more of the total laser energy can be conducted away from the coronal
plasma, which translates to a higher value for a. Therefore, both the
numerator and the denominator in Eq. (12) grow with f, and the over-
all effect depends on which effect is stronger. It is also important to
note that while the ablation pressure drives the shock, it is not gener-
ally equivalent to the shock pressure. Changes in pressure at the abla-
tion front take time to propagate to the shock front, and energy from
the laser has to be further conducted from the ablation front through
the shocked target to reach the shock. To first order, the effectiveness
of this process also has a positive dependence on f. However, it is also
affected by the presence of secondary shocks in the region between the
ablation front and the primary shock. Shock fronts themselves dissi-
pate energy more rapidly with higher f, and smaller secondary shocks
may not form at all with sufficient heat conduction. If the effect of
reflected shocks and rarefaction waves in the shocked region on the
primary shock is small, then at early times, when the shock is impul-
sively driven, the explicit dependence of Te on f �2=3 in Eq. (12) is likely
most influential on shock pressure. At later times, when heat has to be
conducted through more of the shocked target to reach the shock
front, a positive relationship between shock pressure and f may
develop.

In practice, our simulations indicate that secondary shocks in the
accelerated target have a large effect on the experimentally measured
shock pressure, and are in fact the dominant channel by which the
value of f affects the primary shock. Forward-moving shocks in this
region arise periodically in the following manner: a forward-moving
shock (initially the primary shock) is partially reflected as it moves
from the Kapton layer to the higher-impedance aluminum. This
reflected shock travels backwards (upstream) until it reaches the abla-
tion front. The ablated material upstream of the ablation front has a
lower impedance than the shocked Kapton, so a reflected rarefaction
wave is produced, which travels forward some distance before dissipat-
ing. The ablation pressure then re-compresses the rarefied Kapton,
producing the forward-moving secondary shock. As these shocks
encounter the aluminum layer, they are partially reflected, and the pro-
cess repeats.

When these secondary shocks reach the initial shock, they
momentarily increase the shock velocity and pressure, causing the reg-
ular spikes from 2ns onward in Fig. 6 and, more noticeably, Fig. 9.
These spikes elevate the time-averaged velocity and pressure (which
are what is calculated experimentally) when they occur within the
averaging window. In our simulations, higher values of f effectively
suppress these shocks, resulting in lower average velocities and pres-
sures as shown in Figs. 7 and 8. Over the times sampled experimen-
tally, these spikes are almost entirely responsible for the differences in
shock strength between different f. Conversely, during the initial phase
of ablation prior to the development of secondary shocks, higher val-
ues of f result in marginally higher shock velocities. This is unexpected
and may indicate a strong (> f 1) initial dependence of a on f.
Nonetheless, the average shock pressure varies by only 10GPa at most
over the range of f examined, and the difference in shock velocity is
negligible after the first few hundred picoseconds.

A final effect of heat conduction is on radiative preheating of the
glass shell. As discussed previously, this preheating is due to thermal x-
rays emitted by the coronal plasma. Higher values of f allow more heat
to flow away from the coronal plasma, lowering its temperature
(Fig. 10) and decreasing its thermal emission. Moreover, higher f
decrease the range and magnitude of the spurious diffusion associated
with this preheating in our simulations. This diffusion arises because
our simulations do not include material strength; the target is artifi-
cially frozen in place prior to the arrival of the leading shock using the
“quiet start” option in xRAGE. While this method is common in HED
shock simulations, it does allow some gasdynamic diffusion of heat
and pressure prior to shock arrival, which is unphysical—though, as
discussed previously, in our case this does not affect the development
of the system after the shock arrives due its negligible magnitude and
extent.

V. HYDRODYNAMIC INSTABILITIES

In all our simulations, vorticity generation was observed immedi-
ately behind the “lobes” that form between the interior jet and the
unperturbed shock (Fig. 12, top row). This vorticity develops into an
instability by t¼ 5 ns. At conventional pressures, SBIs are known to
generate Richtmyer–Meshkov instabilities in which baroclinicity cre-
ated by an impulsive shock leads to vorticity generation. To confirm
whether this was occurring in the present case, we mapped the cross
product of the pressure and density gradients in our simulated flow
field,70,71 and compared this with our density maps (Fig. 12). This
comparison clearly shows that the instabilities observed are driven by
baroclinic misalignment between pressure and density gradients, as in
the low pressure case, and is in agreement with recent work investigat-
ing the role of baroclinicity in laser-driven divergent SBI instabilities.72

VI. CONCLUSIONS

We have demonstrated that 2D xRAGE simulations accurately
reproduce the qualitative features and quantitative shock characteris-
tics observed in the laser-driven shocked void experiment carried out
by Hodge et al.32 These simulations can, thus, be used to track the
development of features present in x-ray images at earlier times and at
higher resolutions and framerates than are achievable experimentally.
This capability is vital to interpreting images produced in such experi-
ments and will facilitate enhanced quantitative analysis of laser-driven
SBI at HED pressures, a regime that has only recently begun to be
probed experimentally and is of crucial importance to inertial fusion
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energy (IFE). The MEC instrument discussed in this work can cur-
rently deliver up to 100 J in a 10 ns pulse. Assuming a typical scaling
relation of P / I2=3 [as in Eq. (11)], this would result in an ablation
pressure 20% higher than achieved here. The ongoing MECU73

upgrade is expected to be able to deliver up to 1 kJ pulses at a similar
wavelength to the MEC, and while a quantitative prediction cannot be
made for such a large increase in energy (in part due to factors such as
laser focusing and target preheating), this should result in a further
several-fold increase in achievable pressures. Quantitative analysis of
experimental images utilizing the modeling capabilities demonstrated
here is under way and will be the subject of a future work.

We have also quantified the sensitivity of simulated shock charac-
teristics to radiation model and heat conduction flux limiter. All exam-
ined radiation schemes give similar results and reproduce empirically
observed shock velocities. A wide range of heat conduction flux limit-
ers (0.03–0.10) produce velocities within experimental error, indicating
that the system is within the realm of validity of Spitzer–H€arm heat
conduction models. That Spitzer–H€arm conduction is valid in this
regime is not surprising, but the level of insensitivity to flux limiter
choice is unexpected. This insensitivity to both flux limiter and radia-
tion model, combined with the small but consistent offset between
simulated and empirically observed shock velocities, may indicate that
there are other important computational parameters for laser-driven
SBI at these pressures. However, distinguishing missing physics from
experimental error will require simulation of additional experiments to
increase the experimental sample size. We will expand our bench-
marked dataset and examine the importance of additional physics,
such as plasma viscosity, ionization and equation of state model, and
non-local heat conduction in a future work. Of these, varying ioniza-
tion treatment appears to have the largest potential impact on shock
strength in our simulations. Plasma viscosity is also of interest due to
its potential effect on the void itself, including its role in controlling the

growth of instabilities. Nonetheless, these findings suggest that more
complex transport models are not required to reproduce experimental
results, reducing the computational expense of employing simulation-
augmented image analysis.

Our findings have elucidated the roles of radiation and heat
transport in HED, laser-driven SBI, and have shown that the associ-
ated instabilities in divergent geometries are driven baroclinically, as in
the low pressure case. Radiation transport acts as an additional energy
pathway, lowering shock velocities, and pressures. Higher heat conduc-
tion increases the initial shock velocity, but this relationship rapidly
inverts as the system develops. The relationship between shock pres-
sure and ablation pressure varies with time, suggesting a non-trivial
coupling between heat conduction and other physics that is more com-
plicated than the conventional picture.66 However, aside from a
momentary spike during the shock transit of the high-impedance alu-
minum layer, the time-averaged shock pressure always decreases with
higher heat conduction. This is due to the suppression of secondary
shocks by enhanced heat conduction, which would otherwise contrib-
ute to the average pressure of the primary shock as the primary and
secondary periodically coalesce. This finding indicates that, when a
steady shock is desired, more conductive materials should be used, and
high impedance gradients should be avoided.
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FIG. 12. Simulated baroclinicity. The top row comprises density maps of the developing system, which show the formation of instabilities immediately upstream of the widest
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